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Chapter 1

Multiprocessing

Multiprocessing is the use of two or more central
processing units (CPUs) within a single computer
system.[1][2] The term also refers to the ability of a system
to support more than one processor and/or the ability to
allocate tasks between them.[3] There are many variations
on this basic theme, and the definition of multiprocessing
can vary with context, mostly as a function of how CPUs
are defined (multiple cores on one die, multiple dies in
one package, multiple packages in one system unit, etc.).
According to some on-line dictionaries, a multiproces-
sor is a computer system having two or more process-
ing units (multiple processors) each sharing main mem-
ory and peripherals, in order to simultaneously process
programs.[4][5] A 2009 textbook defined multiprocessor
system similarly, but noting that the processors may share
“some or all of the system’s memory and I/O facilities";
it also gave tightly coupled system as a synonymous
term.[6]

At the operating system level, multiprocessing is some-
times used to refer to the execution of multiple concur-
rent processes in a system as opposed to a single process at
any one instant.[7][8] When used with this definition, mul-
tiprocessing is sometimes contrasted with multitasking,
which may use just a single processor but switch it in time
slices between tasks (i.e. a time-sharing system). Multi-
processing however means true parallel execution of mul-
tiple processes using more than one processor.[8] Multi-
processing doesn't necessarily mean that a single process
or task uses more than one processor simultaneously; the
term parallel processing is generally used to denote that
scenario.[7] Other authors prefer to refer to the operating
system techniques as multiprogramming and reserve the
term multiprocessing for the hardware aspect of having
more than one processor.[2][9] The remainder of this arti-
cle discusses multiprocessing only in this hardware sense.
In Flynn’s taxonomy, multiprocessors as defined above
are MIMD machines.[10][11] As they are normally con-
strued to be tightly coupled (share memory), multipro-
cessors are not the entire class ofMIMDmachines, which
also contains message passing multicomputer systems.[10]

1.1 Pre-history

According to a 1985 article in Byte, possibly the first
expression of the idea of multiprocessing is found in
the 1842 words of Federico Luigi Menabrea, which said
about Charles Babbage's analytical engine: “Themachine
can be brought into play so as to give several results at the
same time, which will greatly abridge the whole amount
of processes.”[12]

1.2 Key topics

1.2.1 Processor symmetry

In amultiprocessing system, all CPUs may be equal, or
some may be reserved for special purposes. A combi-
nation of hardware and operating system software design
considerations determine the symmetry (or lack thereof)
in a given system. For example, hardware or software
considerations may require that only one particular CPU
respond to all hardware interrupts, whereas all other work
in the systemmay be distributed equally among CPUs; or
execution of kernel-mode code may be restricted to only
one particular CPU, whereas user-mode code may be ex-
ecuted in any combination of processors. Multiprocess-
ing systems are often easier to design if such restrictions
are imposed, but they tend to be less efficient than sys-
tems in which all CPUs are utilized.
Systems that treat all CPUs equally are called symmetric
multiprocessing (SMP) systems. In systems where all
CPUs are not equal, system resources may be divided in
a number of ways, including asymmetric multiprocessing
(ASMP), non-uniform memory access (NUMA) multi-
processing, and clustered multiprocessing.

1.2.2 Instruction and data streams

In multiprocessing, the processors can be used to exe-
cute a single sequence of instructions in multiple con-
texts (single-instruction, multiple-data or SIMD, often
used in vector processing), multiple sequences of instruc-
tions in a single context (multiple-instruction, single-data
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or MISD, used for redundancy in fail-safe systems and
sometimes applied to describe pipelined processors or
hyper-threading), or multiple sequences of instructions
in multiple contexts (multiple-instruction, multiple-data
or MIMD).

1.2.3 Processor coupling

Tightly coupled multiprocessor system

Tightly coupled multiprocessor systems contain multiple
CPUs that are connected at the bus level. These CPUs
may have access to a central shared memory (SMP or
UMA), or may participate in a memory hierarchy with
both local and shared memory (NUMA). The IBM p690
Regatta is an example of a high end SMP system. Intel
Xeon processors dominated the multiprocessor market
for business PCs and were the only major x86 option un-
til the release of AMD's Opteron range of processors in
2004. Both ranges of processors had their own onboard
cache but provided access to shared memory; the Xeon
processors via a common pipe and the Opteron proces-
sors via independent pathways to the system RAM.
Chip multiprocessors, also known as multi-core comput-
ing, involves more than one processor placed on a sin-
gle chip and can be thought of the most extreme form
of tightly-coupled multiprocessing. Mainframe systems
with multiple processors are often tightly-coupled.

Loosely coupled multiprocessor system

Main article: shared nothing architecture

Loosely coupled multiprocessor systems (often referred
to as clusters) are based on multiple standalone single or
dual processor commodity computers interconnected via
a high speed communication system (Gigabit Ethernet is
common). A Linux Beowulf cluster is an example of a
loosely-coupled system.
Tightly-coupled systems perform better and are physi-
cally smaller than loosely-coupled systems, but have his-
torically required greater initial investments and may
depreciate rapidly; nodes in a loosely coupled system are
usually inexpensive commodity computers and can be re-
cycled as independent machines upon retirement from the
cluster.
Power consumption is also a consideration. Tightly cou-
pled systems tend to be much more energy efficient than
clusters. This is because considerable economy can be
realized by designing components to work together from
the beginning in tightly coupled systems, whereas loosely
coupled systems use components that were not necessar-
ily intended specifically for use in such systems.
Loosely-coupled systems have the ability to run different
operating systems or OS versions on different systems.

1.2.4 Multiprocessor Communication Ar-
chitecture

Message passing

Separate address space for each processor.
processors communicate via message passing.
processors have provide memories.
focus attention on costly non-local operations.

Shared memory

Processors communicate with shared address space
Processors communicate by memory read/write
Easy on small-scale machines
Lower latency
SMP or NUMA architecture

1.3 Flynn’s taxonomy

1.3.1 SISD multiprocessing

Main article: SISD

In a single-instruction stream, single-data stream com-
puter one processor sequentially processes instructions,
each instruction processes one data item. One example is
the “von Neumann” architecture with RISC.

1.3.2 SIMD multiprocessing

Main article: SIMD

In a single-instruction stream, multiple data stream com-
puter one processor handles a stream of instructions, each
one of which can perform calculations in parallel on mul-
tiple data locations.
SIMD multiprocessing is well suited to parallel or vector
processing, in which a very large set of data can be di-
vided into parts that are individually subjected to iden-
tical but independent operations. A single instruction
stream directs the operation of multiple processing units
to perform the same manipulations simultaneously on po-
tentially large amounts of data.
For certain types of computing applications, this type of
architecture can produce enormous increases in perfor-
mance, in terms of the elapsed time required to complete
a given task. However, a drawback to this architecture is
that a large part of the system falls idle when programs
or system tasks are executed that cannot be divided into
units that can be processed in parallel.
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Additionally, programs must be carefully and specially
written to take maximum advantage of the architecture,
and often special optimizing compilers designed to pro-
duce code specifically for this environment must be used.
Some compilers in this category provide special con-
structs or extensions to allow programmers to directly
specify operations to be performed in parallel (e.g., DO
FOR ALL statements in the version of FORTRAN used
on the ILLIAC IV, which was a SIMD multiprocessing
supercomputer).
SIMD multiprocessing finds wide use in certain domains
such as computer simulation, but is of little use in general-
purpose desktop and business computing environments.

1.3.3 MISD multiprocessing

Main article: MISD

MISD multiprocessing offers mainly the advantage of re-
dundancy, since multiple processing units perform the
same tasks on the same data, reducing the chances of in-
correct results if one of the units fails. MISD architec-
tures may involve comparisons between processing units
to detect failures. Apart from the redundant and fail-safe
character of this type of multiprocessing, it has few ad-
vantages, and it is very expensive. It does not improve
performance. It can be implemented in a way that is
transparent to software. It is used in array processors and
is implemented in fault tolerant machines.
Another example of MISD is pipelined image processing
where every image pixel is piped through several hard-
ware units performing several steps of image transforma-
tion.

1.3.4 MIMD multiprocessing

Main article: MIMD

MIMDmultiprocessing architecture is suitable for a wide
variety of tasks in which completely independent and par-
allel execution of instructions touching different sets of
data can be put to productive use. For this reason, and
because it is easy to implement, MIMD predominates in
multiprocessing.
Processing is divided into multiple threads, each with its
own hardware processor state, within a single software-
defined process or within multiple processes. Insofar as
a system has multiple threads awaiting dispatch (either
system or user threads), this architecture makes good use
of hardware resources.
MIMD does raise issues of deadlock and resource con-
tention, however, since threads may collide in their ac-
cess to resources in an unpredictable way that is difficult
to manage efficiently. MIMD requires special coding in

the operating system of a computer but does not require
application changes unless the programs themselves use
multiple threads (MIMD is transparent to single-threaded
programs under most operating systems, if the programs
do not voluntarily relinquish control to the OS). Both sys-
tem and user software may need to use software con-
structs such as semaphores (also called locks or gates) to
prevent one thread from interfering with another if they
should happen to cross paths in referencing the same data.
This gating or locking process increases code complexity,
lowers performance, and greatly increases the amount of
testing required, although not usually enough to negate
the advantages of multiprocessing.
Similar conflicts can arise at the hardware level between
processors (cache contention and corruption, for exam-
ple), and must usually be resolved in hardware, or with a
combination of software and hardware (e.g., cache-clear
instructions).

1.4 See also

• Symmetric multiprocessing

• Asymmetric multiprocessing

• Multi-core processor

• BMDFM – Binary Modular Dataflow Machine, a
SMP MIMD runtime environment

• Software lockout

• OpenHMPP
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Chapter 2

Computer multitasking

For other uses, see Multitasking (disambiguation).
In computing,multitasking is a method where multiple

Modern desktop operating systems are capable of handling large
numbers of different processes at the same time. This screenshot
shows Linux Mint running simultaneously Xfce desktop environ-
ment, Firefox, a calculator program, the built-in calendar, Vim,
GIMP, and VLC media player.

tasks (also known as processes) are performed during the
same period of time – they are executed concurrently (in
overlapping time periods, new tasks starting before others
have ended) instead of sequentially (one completing be-
fore the next starts). The tasks share common processing
resources, such as central processing units (CPUs) and
main memory.
Multitasking does not necessarily mean that multiple
tasks are executing at exactly the same instant. In other
words, multitasking does not imply parallel execution, but
it does mean that more than one task can be part-way
through execution at the same time, and that more than
one task is advancing over a given period of time.
In the case of a computer with a single CPU, only one task
is said to be running at any point in time, meaning that
the CPU is actively executing instructions for that task.
Multitasking solves the problem by scheduling which task
may be the one running at any given time, and when an-
other waiting task gets a turn. The act of reassigning a
CPU from one task to another one is called a context
switch. When context switches occur frequently enough,
the illusion of parallelism is achieved.
Even on multiprocessor or multicore computers, which
have multiple CPUs/cores so more than one task can be

executed at once (physically, one per CPU or core), mul-
titasking allows many more tasks to be run than there
are CPUs. The term multitasking has become an inter-
national term, as the same word is used in many other
languages such as German, Italian, Dutch, Danish and
Norwegian.
Operating systems may adopt one of many different
scheduling strategies, which generally fall into the follow-
ing categories:

• In multiprogramming systems, the running task
keeps running until it performs an operation that
requires waiting for an external event (e.g. read-
ing from a tape) or until the computer’s scheduler
forcibly swaps the running task out of the CPU.
Multiprogramming systems are designed to maxi-
mize CPU usage.

• In time-sharing systems, the running task is required
to relinquish the CPU, either voluntarily or by an ex-
ternal event such as a hardware interrupt. Time shar-
ing systems are designed to allow several programs
to execute apparently simultaneously.

• In real-time systems, some waiting tasks are guar-
anteed to be given the CPU when an external event
occurs. Real time systems are designed to control
mechanical devices such as industrial robots, which
require timely processing.

2.1 Multiprogramming

In the early days of computing, CPU time was expensive,
and peripherals were very slow. When the computer ran
a program that needed access to a peripheral, the central
processing unit (CPU) would have to stop executing pro-
gram instructions while the peripheral processed the data.
This was deemed very inefficient.
The first computer using a multiprogramming system was
the British Leo III owned by J. Lyons and Co. Several
different programs in batch were loaded in the computer
memory, and the first one began to run. When the first
program reached an instruction waiting for a peripheral,
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the context of this program was stored away, and the sec-
ond program in memory was given a chance to run. The
process continued until all programs finished running.
The use of multiprogramming was enhanced by the ar-
rival of virtual memory and virtual machine technology,
which enabled individual programs to make use of mem-
ory and operating system resources as if other concur-
rently running programs were, for all practical purposes,
non-existent and invisible to them.
Multiprogramming doesn't give any guarantee that a pro-
gram will run in a timely manner. Indeed, the very first
program may very well run for hours without needing ac-
cess to a peripheral. As there were no users waiting at an
interactive terminal, this was no problem: users handed
in a deck of punched cards to an operator, and came back
a few hours later for printed results. Multiprogramming
greatly reduced wait times when multiple batches were
being processed.

2.2 Cooperative multitasking

See also: Nonpreemptive multitasking

The expression “time sharing” usually designated com-
puters shared by interactive users at terminals, such as
IBM’s TSO, and VM/CMS. The term “time-sharing” is
no longer commonly used, having been replaced by “mul-
titasking”, following the advent of personal computers
and workstations rather than shared interactive systems.
Early multitasking systems used applications that volun-
tarily ceded time to one another. This approach, which
was eventually supported by many computer operating
systems, is known today as cooperative multitasking. Al-
though it is now rarely used in larger systems except for
specific applications such as CICS or the JES2 subsystem,
cooperative multitasking was once the scheduling scheme
employed by Microsoft Windows (prior to Windows 95
and Windows NT) and Mac OS (prior to OS X) in or-
der to enable multiple applications to be run simultane-
ously. Windows 9x also used cooperative multitasking,
but only for 16-bit legacy applications, much the same
way as pre-Leopard PowerPC versions ofMac OSX used
it for Classic applications. The network operating system
NetWare used cooperative multitasking up to NetWare
6.5. Cooperative multitasking is still used today on RISC
OS systems.[1]

As a cooperatively multitasked system relies on each pro-
cess regularly giving up time to other processes on the sys-
tem, one poorly designed program can consume all of the
CPU time for itself, either by performing extensive cal-
culations or by busy waiting; both would cause the whole
system to hang. In a server environment, this is a hazard
that makes the entire environment unacceptably fragile.

2.3 Preemptive multitasking

Main article: Preemption (computing)

Preemptive multitasking allows the computer system to
guarantee more reliably each process a regular “slice”
of operating time. It also allows the system to deal
rapidly with important external events like incoming data,
whichmight require the immediate attention of one or an-
other process. Operating systems were developed to take
advantage of these hardware capabilities and run mul-
tiple processes preemptively. Preemptive multitasking
was supported on DEC’s PDP-8 computers, and imple-
mented in OS/360 MFT in 1967, in MULTICS (1964),
and Unix (1969); it is a core feature of all Unix-like op-
erating systems, such as Linux, Solaris and BSD with its
derivatives.[2]

At any specific time, processes can be grouped into two
categories: those that are waiting for input or output
(called "I/O bound"), and those that are fully utilizing the
CPU ("CPU bound"). In primitive systems, the software
would often "poll", or "busywait" while waiting for re-
quested input (such as disk, keyboard or network input).
During this time, the system was not performing useful
work. With the advent of interrupts and preemptive mul-
titasking, I/O bound processes could be “blocked”, or put
on hold, pending the arrival of the necessary data, allow-
ing other processes to utilize the CPU. As the arrival of
the requested data would generate an interrupt, blocked
processes could be guaranteed a timely return to execu-
tion.
The earliest preemptive multitasking OS available to
home users was Sinclair QDOS on the Sinclair QL, re-
leased in 1984, but very few people bought the machine.
Commodore’s powerful Amiga, released the following
year, was the first commercially successful home com-
puter to use the technology, and its multimedia abilities
make it a clear ancestor of contemporary multitasking
personal computers. Microsoft made preemptive multi-
tasking a core feature of their flagship operating system
in the early 1990s when developing Windows NT 3.1 and
thenWindows 95. It was later adopted on the AppleMac-
intosh byMacOSX that, as a Unix-like operating system,
uses preemptive multitasking for all native applications.
A similar model is used in Windows 9x and the Windows
NT family, where native 32-bit applications are multi-
tasked preemptively, and legacy 16-bit Windows 3.x pro-
grams are multitasked cooperatively within a single pro-
cess, although in the NT family it is possible to force a
16-bit application to run as a separate preemptively mul-
titasked process.[3] 64-bit editions of Windows, both for
the x86-64 and Itanium architectures, no longer provide
support for legacy 16-bit applications, and thus provide
preemptive multitasking for all supported applications.
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2.4 Real time

Another reason for multitasking was in the design of real-
time computing systems, where there are a number of
possibly unrelated external activities needed to be con-
trolled by a single processor system. In such systems a hi-
erarchical interrupt system is coupled with process prior-
itization to ensure that key activities were given a greater
share of available process time.

2.5 Multithreading

As multitasking greatly improved the throughput of com-
puters, programmers started to implement applications as
sets of cooperating processes (e. g., one process gathering
input data, one process processing input data, one process
writing out results on disk). This, however, required some
tools to allow processes to efficiently exchange data.
Threads were born from the idea that the most efficient
way for cooperating processes to exchange data would be
to share their entire memory space. Thus, threads are
effectively processes that run in the same memory con-
text and share other resources with their parent processes,
such as open files. Threads are described as lightweight
processes because switching between threads does not in-
volve changing the memory context.[4][5][6]

While threads are scheduled preemptively, some operat-
ing systems provide a variant to threads, named fibers,
that are scheduled cooperatively. On operating systems
that do not provide fibers, an application may implement
its own fibers using repeated calls to worker functions.
Fibers are even more lightweight than threads, and some-
what easier to program with, although they tend to lose
some or all of the benefits of threads on machines with
multiple processors.
Some systems directly support multithreading in hard-
ware.

2.6 Memory protection

Main article: Memory protection

Essential to any multitasking system is to safely and effec-
tively share access to system resources. Access to mem-
ory must be strictly managed to ensure that no process
can inadvertently or deliberately read or write to memory
locations outside of the process’s address space. This is
done for the purpose of general system stability and data
integrity, as well as data security.
In general, memory access management is the operating
system kernel’s responsibility, in combination with hard-
ware mechanisms (such as the memory management unit
(MMU)) that provide supporting functionalities. If a pro-

cess attempts to access a memory location outside of its
memory space, the MMU denies the request and signals
the kernel to take appropriate actions; this usually results
in forcibly terminating the offending process. Depending
on the software and kernel design and the specific error
in question, the user may receive an access violation error
message such as “segmentation fault”.
In a well designed and correctly implemented multitask-
ing system, a given process can never directly access
memory that belongs to another process. An exception
to this rule is in the case of shared memory; for exam-
ple, in the System V inter-process communication mech-
anism the kernel allocates memory to be mutually shared
by multiple processes. Such features are often used by
database management software such as PostgreSQL.
Inadequate memory protection mechanisms, either due to
flaws in their design or poor implementations, allow for
security vulnerabilities that may be potentially exploited
by malicious software.

2.7 Memory swapping

Use of a swap file or swap partition is a way for the op-
erating system to provide more memory than is physi-
cally available by keeping portions of the primary mem-
ory in secondary storage. While multitasking and mem-
ory swapping are two completely unrelated techniques,
they are very often used together, as swapping memory
allows more tasks to be loaded at the same time. Typ-
ically, a multitasking system allows another process to
run when the running process hits a point where it has
to wait for some portion of memory to be reloaded from
secondary storage.

2.8 Programming

Processes that are entirely independent are notmuch trou-
ble to program in a multitasking environment. Most of
the complexity in multitasking systems comes from the
need to share computer resources between tasks and to
synchronize the operation of co-operating tasks.
Various concurrent computing techniques are used to
avoid potential problems caused by multiple tasks at-
tempting to access the same resource.
Bigger systems were sometimes built with a central pro-
cessor(s) and some number of I/O processors, a kind of
asymmetric multiprocessing.
Over the years, multitasking systems have been refined.
Modern operating systems generally include detailed
mechanisms for prioritizing processes, while symmetric
multiprocessing has introduced new complexities and ca-
pabilities.
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Chapter 3

Symmetric multiprocessing

SMP - Symmetric Multiprocessor System
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Diagram of a symmetric multiprocessing system

Symmetric multiprocessing (SMP) involves a
symmetric multiprocessor system hardware and software
architecture where two or more identical processors
connect to a single, shared main memory, have full
access to all I/O devices, and are controlled by a single
operating system instance that treats all processors
equally, reserving none for special purposes. Most mul-
tiprocessor systems today use an SMP architecture. In
the case of multi-core processors, the SMP architecture
applies to the cores, treating them as separate processors.
SMP systems are tightly coupled multiprocessor systems
with a pool of homogeneous processors running indepen-
dently, each processor executing different programs and
working on different data and with capability of sharing
common resources (memory, I/O device, interrupt sys-
tem and so on) and connected using a system bus or a
crossbar.

3.1 Design

SMP systems have centralized shared memory called
Main Memory (MM) operating under a single operating
system with two or more homogeneous processors. Usu-
ally each processor has an associated private high-speed
memory known as cache memory (or cache) to speed-up
the MM data access and to reduce the system bus traffic.
Processors may be interconnected using buses, crossbar
switches or on-chip mesh networks. The bottleneck in

the scalability of SMP using buses or crossbar switches
is the bandwidth and power consumption of the intercon-
nect among the various processors, the memory, and the
disk arrays. Mesh architectures avoid these bottlenecks,
and provide nearly linear scalability to much higher pro-
cessor counts at the sacrifice of programmability:

Serious programming challenges remain
with this kind of architecture because it re-
quires two distinct modes of programming, one
for the CPUs themselves and one for the in-
terconnect between the CPUs. A single pro-
gramming language would have to be able to
not only partition the workload, but also com-
prehend the memory locality, which is severe
in a mesh-based architecture.[1]

SMP systems allow any processor to work on any task no
matter where the data for that task are located in mem-
ory, provided that each task in the system is not in exe-
cution on two or more processors at the same time; with
proper operating system support, SMP systems can easily
move tasks between processors to balance the workload
efficiently.

3.2 History

The earliest production system with multiple identical
processors was the Burroughs B5000 which was func-
tional in around 1961. However at run-time this was
asymmetric, with one processor restricted to application
programs while the other mainly handled the operating
system and hardware interrupts.
IBM offered dual-processor computer systems based on
its System/360 model 65 and the closely related model
67.[2] and 67-2[3] The operating systems that ran on these
machines were OS/360 M65MP[4] and TSS/360. Other
software, developed at universities, used both CPUs—
notably MTS. Both processors could access data channels
and initiate I/O.
In OS/360M65MP, since the operating system kernel ran
on both processors (though with a “big lock” around the
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I/O handler) and peripherals could generally be attached
to either processor.[5]

The MTS supervisor (UMMPS) ran on either or both
CPUs of the IBM System/360 model 67-2. Supervisor
locks were small and were used to protect individual com-
mon data structures that might be accessed simultane-
ously from either CPU.[6]

Digital Equipment Corporation's first multi-processor
VAX system, the VAX-11/782, was asymmetric,[7] but
later VAX multiprocessor systems were SMP.[8]

The first commercial Unix SMP implementation was
the NUMA based Honeywell Information Systems Italy
XPS-100 designed by Dan Gielan of VAST Corporation
in 1985. Its design supported up to 14 processors al-
though due to electrical limitations the largest marketed
version was a dual processor system. The operating sys-
tem was derived and ported by VAST Corporation from
AT&T 3B20 Unix SysVr3 code used internally within
AT&T.

3.3 Uses

Time-sharing and server systems can often use SMP
without changes to applications, as they may have multi-
ple processes running in parallel, and a system with more
than one process running can run different processes on
different processors.
On personal computers, SMP is less useful for appli-
cations that have not been modified. If the system
rarely runs more than one process at a time, SMP is
useful only for applications that have been modified
for multithreaded (multitasked) processing. Custom-
programmed software can be written or modified to use
multiple threads, so that it can make use of multiple
processors. However, most consumer products such as
word processors and computer games are written in such
a manner that they cannot gain large benefits from con-
current systems. For games this is usually because writ-
ing a program to increase performance on SMP systems
can produce a performance loss on uniprocessor systems.
Recently, however, multi-core chips are becoming more
common in new computers, and the balance between in-
stalled uni- and multi-core computers may change in the
coming years.
Multithreaded programs can also be used in time-sharing
and server systems that support multithreading, allowing
them to make more use of multiple processors.

3.4 Programming

Uniprocessor and SMP systems require different pro-
gramming methods to achieve maximum performance.
Programs running on SMP systems may experience a

performance increase even when they have been writ-
ten for uniprocessor systems. This is because hardware
interrupts that usually suspend program execution while
the kernel handles them can execute on an idle processor
instead. The effect in most applications (e.g. games) is
not so much a performance increase as the appearance
that the program is running much more smoothly. Some
applications, particularly compilers and some distributed
computing projects, run faster by a factor of (nearly) the
number of additional processors.
Systems programmers must build support for SMP into
the operating system: otherwise, the additional proces-
sors remain idle and the system functions as a uniproces-
sor system.
SMP systems can also lead to more complexity regard-
ing instruction sets. A homogeneous processor system
typically requires extra registers for “special instructions”
such as SIMD (MMX, SSE, etc.), while a heterogeneous
system can implement different types of hardware for
different instructions/uses.

3.5 Performance

When more than one program executes at the same time,
an SMP system has considerably better performance than
a uni-processor, because different programs can run on
different CPUs simultaneously.
In cases where an SMP environment processes many
jobs, administrators often experience a loss of hardware
efficiency. Software programs have been developed to
schedule jobs so that the processor utilization reaches
its maximum potential. Good software packages can
achieve this maximum potential by scheduling each CPU
separately, as well as being able to integratemultiple SMP
machines and clusters.
Access to RAM is serialized; this and cache coherency
issues causes performance to lag slightly behind the num-
ber of additional processors in the system.

3.6 Systems

3.6.1 Entry-level systems

Before about 2006, entry-level servers and workstations
with two processors dominated the SMP market. With
the introduction of dual-core devices, SMP is found
in most new desktop machines and in many laptop
machines. The most popular entry-level SMP sys-
tems use the x86 instruction set architecture and are
based on Intel’s Xeon, Pentium D, Core Duo, and
Core 2 Duo based processors or AMD’s Athlon64 X2,
Quad FX or Opteron 200 and 2000 series processors.
Servers use those processors and other readily avail-
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able non-x86 processor choices, including the Sun Mi-
crosystems UltraSPARC, Fujitsu SPARC64 III and later,
SGI MIPS, Intel Itanium, Hewlett Packard PA-RISC,
Hewlett-Packard (merged with Compaq, which acquired
first Digital Equipment Corporation) DEC Alpha, IBM
POWER and PowerPC (specifically G4 and G5 series, as
well as earlier PowerPC 604 and 604e series) processors.
In all cases, these systems are available in uniprocessor
versions as well.
Earlier SMP systems used motherboards that have two or
more CPU sockets. More recently, microprocessor man-
ufacturers introduced CPU devices with two or more pro-
cessors in one device, for example, the Itanium, POWER,
UltraSPARC,Opteron, Athlon, Core 2, andXeon all have
multi-core variants. Athlon and Core 2 Duo multipro-
cessors are socket-compatible with uniprocessor variants,
so an expensive dual socket motherboard is no longer
needed to implement an entry-level SMP machine. It
should also be noted that dual socket Opteron designs
are technically ccNUMA designs, though they can be
programmed as SMP for a slight loss in performance.
Software based SMP systems can be created by linking
smaller systems together. An example of this is the soft-
ware developed by ScaleMP.
With the introduction of ARM Cortex-A9 multi-core
SoCs, low-cost symmetric multiprocessing embedded
systems began to flourish in the form of smartphones and
tablet computers with a multi-core processor.

3.6.2 Mid-level systems

The Burroughs D825 first implemented SMP in
1962.[9][10] It was implemented later on other main-
frames. Mid-level servers, using between four and eight
processors, can be found using the Intel Xeon MP, AMD
Opteron 800 and 8000 series and the above-mentioned
UltraSPARC, SPARC64, MIPS, Itanium, PA-RISC,
Alpha and POWER processors. High-end systems, with
sixteen or more processors, are also available with all of
the above processors.
Sequent Computer Systems built large SMP machines
using Intel 80386 (and later 80486) processors. Some
smaller 80486 systems existed, but the major x86 SMP
market began with the Intel Pentium technology support-
ing up to two processors. The Intel Pentium Pro ex-
panded SMP support with up to four processors natively.
Later, the Intel Pentium II, and Intel Pentium III proces-
sors allowed dual CPU systems, except for the respective
Celerons. This was followed by the Intel Pentium II Xeon
and Intel Pentium III Xeon processors, which could be
used with up to four processors in a system natively. In
2001 AMD released their Athlon MP, or MultiProcessor
CPU, together with the 760MP motherboard chipset as
their first offering in the dual processor marketplace. Al-
though several much larger systems were built, they were
all limited by the physical memory addressing limitation

of 64 GiB. With the introduction of 64-bit memory ad-
dressing on the AMD64 Opteron in 2003 and Intel 64
(EM64T)Xeon in 2005, systems are able to addressmuch
larger amounts of memory; their addressable limitation
of 16 EiB is not expected to be reached in the foresee-
able future.

3.7 Alternatives

Memory

System Bus  or    Crossbar Switch

CPU
I/O

CPUCPU

Diagram of a typical SMP system. Three processors are con-
nected to the same memory module through a system bus or
crossbar switch

SMP using a single shared system bus represents one of
the earliest styles of multiprocessor machine architec-
tures, typically used for building smaller computers with
up to 8 processors.
Larger computer systems might use newer architectures
such as NUMA (Non-Uniform Memory Access), which
dedicates different memory banks to different proces-
sors. In a NUMA architecture, processors may access
local memory quickly and remote memory more slowly.
This can dramatically improve memory throughput as
long as the data are localized to specific processes (and
thus processors). On the downside, NUMA makes the
cost of moving data from one processor to another, as
in workload balancing, more expensive. The benefits of
NUMA are limited to particular workloads, notably on
servers where the data are often associated strongly with
certain tasks or users.
Finally, there is computer clustered multiprocessing
(such as Beowulf), in which not all memory is available
to all processors. Clustering techniques are used fairly
extensively to build very large supercomputers.

3.8 See also
• Asymmetric multiprocessing

• Binary Modular Dataflow Machine

• Locale (computer hardware)

• Massively parallel

• Non-Uniform Memory Access

• Sequent Computer Systems
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• Simultaneous multithreading, where functional ele-
ments of a CPU core are allocated across multiple
threads of execution.

• Software lockout

• Xeon Phi
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Chapter 4

Asymmetric multiprocessing

Asymmetric multiprocessing (AMP) was a software
stopgap for handling multiple CPUs before symmetric
multiprocessing (SMP) was available. It has also been
used to provide less expensive options[1] on systems
where SMP was available. In an asymmetric multipro-
cessing system, not all CPUs are treated equally; for ex-
ample, a system might only allow (either at the hardware
or operating system level) one CPU to execute operating
system code or might only allow one CPU to perform I/O
operations. Other AMP systems would allow any CPU
to execute operating system code and perform I/O opera-
tions, so that they were symmetric with regard to proces-
sor roles, but attached some or all peripherals to partic-
ular CPUs, so that they were asymmetric with regard to
peripheral attachment.

Asymmetric multiprocessing

Multiprocessing is the use of more than one CPU in a
computer system. The CPU is the arithmetic and logic
engine that executes user applications; an I/O interface
such as a GPU, even if it is implemented using an em-
bedded processor, does not constitute a CPU because it
does not run the user’s application program. With multi-
ple CPUs, more than one set of program instructions can
be executed at the same time. All of the CPUs have the
same user-mode instruction set, so a running job can be
rescheduled from one CPU to another.[2]

4.1 Background and history

For the room-size computers of the 1960s and 1970s,
a cost-effective way to increase compute power was to
add a second CPU. Since these computers were al-
ready close to the fastest available (near the peak of the
price:performance ratio), two standard-speed CPUswere

much less expensive than a CPU that ran twice as fast.
Also, adding a second CPUwas less expensive than a sec-
ond complete computer, which would need its own pe-
ripherals, thus requiring much more floor space and an
increased operations staff.
Notable early offerings by computer manufacturers were
the Burroughs B5000, the DECsystem-1055, and the
IBM System/360 model 65MP. There were also dual-
CPU machines built at universities.[3]

The problem with adding a second CPU to a computer
system was that the operating system had been developed
for single-CPU systems, and extending it to handle mul-
tiple CPUs efficiently and reliably took a long time. To
fill the gap, operating systems intended for single CPUs
were initially extended to provide minimal support for a
second CPU. In this minimal support, the operating sys-
tem ran on the “boot” processor, with the other only al-
lowed to run user programs. In the case of the Burroughs
B5000, the second processor’s hardware was not capable
of running “control state” code.[4]

Other systems allowed the operating system to run on all
processors, but either attached all the peripherals to one
processor or attached particular peripherals to particular
processors.

4.2 Burroughs B5000 and B5500

An option on the Burroughs B5000 was “Processor B”.
This second processor, unlike “Processor A” had no con-
nection to the peripherals, though the two processors
shared main memory, and Processor B could not run in
Control State.[4] The operating system ran only on Pro-
cessor A. When there was a user job to be executed, it
might be run on Processor B, but when that job tried to
access the operating system the processor halted and sig-
naled Processor A. The requested operating system ser-
vice was then run on Processor A.
On the B5500, either Processor A or Processor B could
be designated as Processor 1 by a switch on the engineer’s
panel, with the other processor being Processor 2; both
processors shared main memory and had hardware access
to the I/O processors hence the peripherals, but only Pro-
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cessor 1 could respond to peripheral interrupts.[5] When
a job on Processor 2 required an operating system ser-
vice it would be rescheduled on Processor 1, which was
responsible for both initiating I/O processor activity and
responding to interrupts indicating completion. In prac-
tice, this meant that while user jobs could run on either
Processor 1 or Processor 2 and could access intrinsic li-
brary routines that didn't require kernel support, the oper-
ating system would schedule them on the latter whenever
possible.[6]

4.3 CDC 6500 and 6700

Control Data Corporation offered two configurations of
its CDC 6000 series that featured two central processors.
The CDC 6500[7] was a CDC 6400 with two central pro-
cessors. The CDC 6700 was a CDC 6600 with the CDC
6400 central processor added to it.
These systems were organized quite differently from the
other multiprocessors in this article. The operating sys-
tem ran on the peripheral processors, while the user’s ap-
plication ran on the CPUs. Thus, the terms ASMP and
SMP do not properly apply to these multiprocessors.

4.4 DECsystem-1055

Digital Equipment Corporation (DEC) offered a dual-
processor version of its DECsystem-1050 which used two
KA10 processors.[8][9] This offering was extended to later
processors in the PDP-10 line.

4.5 PDP-11/74

Digital Equipment Corporation developed, but never re-
leased, a multiprocessor PDP-11, the PDP-11/74,[10]
running a multiprocessor version of RSX-11M.[11] In that
system, either processor could run operating system code,
and could perform I/O, but not all peripherals were acces-
sible to all processors; most peripherals were attached to
one or the other of the CPUs, so that a processor to which
a peripheral wasn't attached would, when it needed to per-
form an I/O operation on that peripheral, request the pro-
cessor to which the peripheral was attached to perform
the operation.[11]

4.6 VAX-11/782

DEC’s first multi-processor VAX system, the VAX-
11/782, was an asymmetric dual-processor system; only
the first processor had access to the I/O devices.[12]

4.7 Univac 1108-II

The Univac 1108-II and its successors had up to three
CPUs.[13][14] These computers ran the UNIVAC EXEC
8 operating system, but it is not clear from the surviving
documentation where that operating system was on the
path from asymmetric to symmetric multiprocessing.

4.8 IBM System/370 model 168

Two options were available for the IBM System/370
model 168 for attaching a second processor.[15] One was
the IBM 3062 Attached Processing Unit, in which the
second processor had no access to the channels, and was
therefore similar to the B5000’s Processor B or the sec-
ond processor on a VAX-11/782. The other option of-
fered a complete second CPU, and was thus more like
the System/360 model 65MP.

4.9 See also
• 3B20C

• Multi-core (computing)

• Software lockout

• Giant lock

• Symmetric multiprocessing

• Heterogeneous computing

• big.LITTLE

• Tegra 3
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Chapter 5

Non-uniform memory access

For other people or places with the same name as this
abbreviation, see Numa.

Non-uniform memory access (NUMA) is a computer
memory design used in multiprocessing, where the mem-
ory access time depends on the memory location rela-
tive to the processor. Under NUMA, a processor can ac-
cess its own local memory faster than non-local memory
(memory local to another processor or memory shared
between processors). The benefits of NUMA are limited
to particular workloads, notably on servers where the data
are often associated strongly with certain tasks or users.[1]

NUMA architectures logically follow in scaling from
symmetric multiprocessing (SMP) architectures. They
were developed commercially during the 1990s by
Burroughs (later Unisys), Convex Computer (later
Hewlett-Packard), Honeywell Information Systems Italy
(HISI) (later Groupe Bull), Silicon Graphics (later Silicon
Graphics International), Sequent Computer Systems
(later IBM), Data General (later EMC), and Digital (later
Compaq, now HP). Techniques developed by these com-
panies later featured in a variety of Unix-like operating
systems, and to an extent in Windows NT.
The first commercial implementation of a NUMA-based
Unix system was the Symmetrical Multi Processing XPS-
100 family of servers, designed by Dan Gielan of VAST
Corporation for Honeywell Information Systems Italy.

5.1 Basic concept

Modern CPUs operate considerably faster than the main
memory they use. In the early days of computing and data
processing, the CPU generally ran slower than its own
memory. The performance lines of processors and mem-
ory crossed in the 1960s with the advent of the first su-
percomputers. Since then, CPUs increasingly have found
themselves “starved for data” and having to stall while
waiting for data to arrive frommemory. Many supercom-
puter designs of the 1980s and 1990s focused on provid-
ing high-speed memory access as opposed to faster pro-
cessors, allowing the computers to work on large data sets
at speeds other systems could not approach.

BUS

Memory

BUS

Memory

P P P P P P P P

DSM Network
with Directory

One possible architecture of a NUMA system. The processors
connect to the bus or crossbar by connections of varying thick-
ness/number. This shows that different CPUs have different ac-
cess priorities to memory based on their relative location.

Limiting the number of memory accesses provided the
key to extracting high performance from a modern com-
puter. For commodity processors, this meant installing an
ever-increasing amount of high-speed cache memory and
using increasingly sophisticated algorithms to avoid cache
misses. But the dramatic increase in size of the operating
systems and of the applications run on them has gener-
ally overwhelmed these cache-processing improvements.
Multi-processor systems without NUMA make the prob-
lem considerably worse. Now a system can starve sev-
eral processors at the same time, notably because only one
processor can access the computer’s memory at a time.[2]

NUMA attempts to address this problem by providing
separate memory for each processor, avoiding the per-
formance hit when several processors attempt to address
the same memory. For problems involving spread data
(common for servers and similar applications), NUMA
can improve the performance over a single shared mem-
ory by a factor of roughly the number of processors (or
separatememory banks).[3] Another approach to address-
ing this problem, utilized mainly by non-NUMA systems,
is the multi-channel memory architecture; multiple mem-
ory channels are increasing the number of simultaneous
memory accesses.[4]

Of course, not all data ends up confined to a single task,
which means that more than one processor may require
the same data. To handle these cases, NUMA systems
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include additional hardware or software to move data be-
tween memory banks. This operation slows the proces-
sors attached to those banks, so the overall speed increase
due to NUMA depends heavily on the nature of the run-
ning tasks.[3]

Intel announced NUMA compatibility for its x86 and Ita-
nium servers in late 2007 with its Nehalem and Tukwila
CPUs.[5] Both CPU families share a common chipset; the
interconnection is called Intel Quick Path Interconnect
(QPI).[6] AMD implemented NUMA with its Opteron
processor (2003), using HyperTransport. Freescale’s
NUMA for PowerPC is called CoreNet.

5.2 Cache coherent NUMA (cc-
NUMA)

Topology of a ccNUMA Bulldozer server.

Nearly all CPU architectures use a small amount of
very fast non-shared memory known as cache to exploit
locality of reference in memory accesses. With NUMA,
maintaining cache coherence across shared memory has
a significant overhead. Although simpler to design and
build, non-cache-coherent NUMA systems become pro-
hibitively complex to program in the standard von Neu-
mann architecture programming model.[7]

Typically, ccNUMA uses inter-processor communica-
tion between cache controllers to keep a consistent mem-
ory image when more than one cache stores the same
memory location. For this reason, ccNUMA may per-
form poorly when multiple processors attempt to access
the same memory area in rapid succession. Support for
NUMA in operating systems attempts to reduce the fre-
quency of this kind of access by allocating processors
and memory in NUMA-friendly ways and by avoiding
scheduling and locking algorithms that make NUMA-
unfriendly accesses necessary.[8]

Alternatively, cache coherency protocols such as the
MESIF protocol attempt to reduce the communication
required to maintain cache coherency. Scalable Coherent
Interface (SCI) is an IEEE standard defining a directory-
based cache coherency protocol to avoid scalability lim-
itations found in earlier multiprocessor systems. For ex-
ample, SCI is used as the basis for the NumaConnect
technology.[9][10]

As of 2011, ccNUMA systems are multiprocessor sys-
tems based on the AMD Opteron processor, which can
be implemented without external logic, and the Intel
Itanium processor, which requires the chipset to support
NUMA. Examples of ccNUMA-enabled chipsets are the
SGI Shub (Super hub), the Intel E8870, the HP sx2000
(used in the Integrity and Superdome servers), and those
found in NEC Itanium-based systems. Earlier ccNUMA
systems such as those from Silicon Graphics were based
on MIPS processors and the DEC Alpha 21364 (EV7)
processor.

5.3 NUMA vs. cluster computing

One can view NUMA as a tightly coupled form of cluster
computing. The addition of virtual memory paging to
a cluster architecture can allow the implementation of
NUMA entirely in software. However, the inter-node
latency of software-based NUMA remains several or-
ders of magnitude greater (slower) than that of hardware-
based NUMA.[1]

5.4 Software support

Since NUMA largely influences memory access perfor-
mance, certain software optimizations are needed to al-
low scheduling threads and processes close to their in-
memory data.

• MicrosoftWindows 7 andWindows Server 2008 R2
add support for NUMA architecture over 64 logical
cores.[11]

• Java 7 added support for NUMA-aware memory al-
locator and garbage collector.[12]

• The Linux kernel 2.5 already had basic support
built-in,[13] which was further extended in subse-
quent releases. Linux kernel version 3.8 brought a
new NUMA foundation which allowed more effi-
cient NUMA policies to be built in the next kernel
releases.[14][15] Linux kernel version 3.13 brought
numerous policies that attempt to put a process near
its memory, together with handling of cases such
as shared pages between processes, or transparent
huge pages; new sysctl settings are allowing NUMA
balancing to be enabled or disabled, as well as var-
ious NUMA memory balancing parameters to be
configured.[16][17][18]

• OpenSolaris models NUMA architecture with
lgroups.

5.5 See also
• Uniform memory access (UMA)
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• Cluster computing

• Symmetric multiprocessing (SMP)

• Cache only memory architecture (COMA)

• Scratchpad memory (SPM)

• Supercomputer

• Silicon Graphics (SGI)

• HiperDispatch

• Intel QuickPath Interconnect (QPI)

• HyperTransport
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Multi-core processor

Front side

Back side

Diagram of a generic dual-core processor, with CPU-local level
1 caches, and a shared, on-die level 2 cache.

An Intel Core 2 Duo E6750 dual-core processor.

A multi-core processor is a single computing compo-
nent with two or more independent actual processing
units (called “cores”), which are the units that read and
execute program instructions.[1] The instructions are or-
dinary CPU instructions such as add, move data, and
branch, but the multiple cores can run multiple instruc-

An AMD Athlon X2 6400+ dual-core processor.

tions at the same time, increasing overall speed for pro-
grams amenable to parallel computing.[2] Manufacturers
typically integrate the cores onto a single integrated cir-
cuit die (known as a chipmultiprocessor or CMP), or onto
multiple dies in a single chip package.
Processors were originally developed with only one core.
In the mid 1980s Rockwell International manufactured
versions of the 6502 with two 6502 cores on one chip
as the R65C00, R65C21, and R65C29,[3][4] sharing the
chip’s pins on alternate clock phases. Other multi-core
processors were developed in the early 2000s by Intel,
AMD and others.
Multi-core processors may have two cores (dual-core
CPUs, for example AMD Phenom II X2 and Intel Core
Duo), four cores (quad-core CPUs, for example AMD
Phenom II X4, Intel’s i5 and i7 processors), six cores
(hexa-core CPUs, for example AMD Phenom II X6 and
Intel Core i7 Extreme Edition 980X), eight cores (octo-
core CPUs, for example Intel Xeon E7-2820 and AMD
FX-8350), ten cores (for example, Intel Xeon E7-2850),
or more.
A multi-core processor implements multiprocessing in a
single physical package. Designers may couple cores in a
multi-core device tightly or loosely. For example, cores
may or may not share caches, and they may implement
message passing or shared memory inter-core communi-
cation methods. Common network topologies to inter-
connect cores include bus, ring, two-dimensional mesh,
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and crossbar. Homogeneous multi-core systems include
only identical cores, heterogeneous multi-core systems
have cores that are not identical. Just as with single-
processor systems, cores in multi-core systems may im-
plement architectures such as superscalar, VLIW, vector
processing, SIMD, or multithreading.
Multi-core processors are widely used across many ap-
plication domains including general-purpose, embedded,
network, digital signal processing (DSP), and graphics.
The improvement in performance gained by the use of a
multi-core processor depends very much on the software
algorithms used and their implementation. In particu-
lar, possible gains are limited by the fraction of the soft-
ware that can be run in parallel simultaneously on multi-
ple cores; this effect is described by Amdahl’s law. In the
best case, so-called embarrassingly parallel problemsmay
realize speedup factors near the number of cores, or even
more if the problem is split up enough to fit within each
core’s cache(s), avoiding use of much slower main system
memory. Most applications, however, are not accelerated
so much unless programmers invest a prohibitive amount
of effort in re-factoring the whole problem.[5] The par-
allelization of software is a significant ongoing topic of
research.

6.1 Terminology

The terms multi-core and dual-core most commonly re-
fer to some sort of central processing unit (CPU), but
are sometimes also applied to digital signal processors
(DSP) and system-on-a-chip (SoC). The terms are gener-
ally used only to refer to multi-core microprocessors that
are manufactured on the same integrated circuit die; sep-
arate microprocessor dies in the same package are gener-
ally referred to by another name, such as multi-chip mod-
ule. This article uses the terms “multi-core” and “dual-
core” for CPUs manufactured on the same integrated cir-
cuit, unless otherwise noted.
In contrast to multi-core systems, the term multi-CPU
refers to multiple physically separate processing-units
(which often contain special circuitry to facilitate com-
munication between each other).
The terms many-core and massively multi-core are some-
times used to describe multi-core architectures with an
especially high number of cores (tens or hundreds).[6]

Some systems use many soft microprocessor cores placed
on a single FPGA. Each “core” can be considered a
"semiconductor intellectual property core" as well as a
CPU core.

6.2 Development

While manufacturing technology improves, reducing the
size of individual gates, physical limits of semiconductor-
based microelectronics have become a major design con-
cern. These physical limitations can cause significant
heat dissipation and data synchronization problems. Var-
ious other methods are used to improve CPU perfor-
mance. Some instruction-level parallelism (ILP) methods
such as superscalar pipelining are suitable for many appli-
cations, but are inefficient for others that contain difficult-
to-predict code. Many applications are better suited to
thread level parallelism (TLP) methods, and multiple in-
dependent CPUs are commonly used to increase a sys-
tem’s overall TLP. A combination of increased available
space (due to refined manufacturing processes) and the
demand for increased TLP led to the development of
multi-core CPUs.

6.2.1 Commercial incentives

Several business motives drive the development of multi-
core architectures. For decades, it was possible to im-
prove performance of a CPU by shrinking the area of
the integrated circuit, which drove down the cost per de-
vice on the IC. Alternatively, for the same circuit area,
more transistors could be used in the design, which in-
creased functionality, especially for CISC architectures.
Clock rates also increased by orders of magnitude in the
decades of the late 20th century, from several megahertz
in the 1980s to several gigahertz in the early 2000s.
As the rate of clock speed improvements slowed, in-
creased use of parallel computing in the form of multi-
core processors has been pursued to improve overall pro-
cessing performance. Multiple cores were used on the
same CPU chip, which could then lead to better sales of
CPU chips with two or more cores. Intel has produced a
48-core processor for research in cloud computing; each
core has an X86 architecture.[7] Intel has loaded Linux on
each core.[8]

6.2.2 Technical factors

Since computer manufacturers have long implemented
symmetric multiprocessing (SMP) designs using discrete
CPUs, the issues regarding implementing multi-core pro-
cessor architecture and supporting it with software are
well known.
Additionally:

• Using a proven processing-core design without ar-
chitectural changes reduces design risk significantly.

• For general-purpose processors, much of the moti-
vation for multi-core processors comes from greatly
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diminished gains in processor performance from in-
creasing the operating frequency. This is due to
three primary factors:

1. The memory wall; the increasing gap between
processor and memory speeds. This, in effect,
pushes for cache sizes to be larger in order to
mask the latency of memory. This helps only
to the extent that memory bandwidth is not the
bottleneck in performance.

2. The ILP wall; the increasing difficulty of find-
ing enough parallelism in a single instruction
stream to keep a high-performance single-core
processor busy.

3. The power wall; the trend of consuming expo-
nentially increasing power with each factorial
increase of operating frequency. This increase
can be mitigated by "shrinking" the processor
by using smaller traces for the same logic. The
power wall poses manufacturing, system de-
sign and deployment problems that have not
been justified in the face of the diminished
gains in performance due to the memory wall
and ILP wall.

In order to continue delivering regular performance im-
provements for general-purpose processors, manufactur-
ers such as Intel and AMD have turned to multi-core
designs, sacrificing lower manufacturing-costs for higher
performance in some applications and systems. Multi-
core architectures are being developed, but so are the al-
ternatives. An especially strong contender for established
markets is the further integration of peripheral functions
into the chip.

6.2.3 Advantages

The proximity of multiple CPU cores on the same die al-
lows the cache coherency circuitry to operate at a much
higher clock-rate than is possible if the signals have to
travel off-chip. Combining equivalent CPUs on a sin-
gle die significantly improves the performance of cache
snoop (alternative: Bus snooping) operations. Put sim-
ply, this means that signals between different CPUs travel
shorter distances, and therefore those signals degrade less.
These higher-quality signals allow more data to be sent in
a given time period, since individual signals can be shorter
and do not need to be repeated as often.
Assuming that the die can physically fit into the package,
multi-core CPU designs require much less printed cir-
cuit board (PCB) space than do multi-chip SMP designs.
Also, a dual-core processor uses slightly less power than
two coupled single-core processors, principally because
of the decreased power required to drive signals external
to the chip. Furthermore, the cores share some circuitry,
like the L2 cache and the interface to the front side bus

(FSB). In terms of competing technologies for the avail-
able silicon die area, multi-core design can make use of
proven CPU core library designs and produce a product
with lower risk of design error than devising a new wider
core-design. Also, adding more cache suffers from di-
minishing returns.
Multi-core chips also allow higher performance at lower
energy. This can be a big factor in mobile devices that op-
erate on batteries. Since each and every core inmulti-core
is generally more energy-efficient, the chip becomesmore
efficient than having a single large monolithic core. This
allows higher performance with less energy. The chal-
lenge of writing parallel code clearly offsets this benefit.[9]

6.2.4 Disadvantages

Maximizing the usage of the computing resources pro-
vided by multi-core processors requires adjustments both
to the operating system (OS) support and to existing ap-
plication software. Also, the ability of multi-core proces-
sors to increase application performance depends on the
use of multiple threads within applications.
Integration of a multi-core chip drives chip production
yields down and they are more difficult to manage ther-
mally than lower-density single-core designs. Intel has
partially countered this first problem by creating its quad-
core designs by combining two dual-core on a single die
with a unified cache, hence any two working dual-core
dies can be used, as opposed to producing four cores on
a single die and requiring all four to work to produce
a quad-core. From an architectural point of view, ulti-
mately, single CPU designs may make better use of the
silicon surface area than multiprocessing cores, so a de-
velopment commitment to this architecture may carry the
risk of obsolescence. Finally, raw processing power is
not the only constraint on system performance. Two pro-
cessing cores sharing the same system bus and memory
bandwidth limits the real-world performance advantage.
It has been claimed that if a single core is close to be-
ing memory-bandwidth limited, then going to dual-core
might give 30% to 70% improvement; if memory band-
width is not a problem, then a 90% improvement can
be expected; however, Amdahl’s law makes this claim
dubious.[10] It would be possible for an application that
used two CPUs to end up running faster on one dual-core
if communication between the CPUswas the limiting fac-
tor, which would count as more than 100% improvement.

6.3 Hardware

6.3.1 Trends

The general trend in processor development has moved
from dual-, tri-, quad-, hex-, oct-core chips to ones with
tens or even thousands of cores. In addition, multi-
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core chips mixed with simultaneous multithreading,
memory-on-chip, and special-purpose “heterogeneous”
cores promise further performance and efficiency gains,
especially in processing multimedia, recognition and net-
working applications. There is also a trend of improving
energy-efficiency by focusing on performance-per-watt
with advanced fine-grain or ultra fine-grain power man-
agement and dynamic voltage and frequency scaling (i.e.
laptop computers and portable media players).

6.3.2 Architecture

The composition and balance of the cores in multi-core
architecture show great variety. Some architectures use
one core design repeated consistently (“homogeneous”),
while others use a mixture of different cores, each opti-
mized for a different, "heterogeneous" role.
The article “CPU designers debate multi-core future” by
Rick Merritt, EE Times 2008,[11] includes these com-
ments:

Chuck Moore [...] suggested computers
should be more like cellphones, using a va-
riety of specialty cores to run modular soft-
ware scheduled by a high-level applications
programming interface.

[...] Atsushi Hasegawa, a senior chief en-
gineer at Renesas, generally agreed. He sug-
gested the cellphone’s use of many specialty
cores working in concert is a good model for
future multi-core designs.

[...] Anant Agarwal, founder and chief ex-
ecutive of startup Tilera, took the opposing
view. He said multi-core chips need to be
homogeneous collections of general-purpose
cores to keep the software model simple.

6.4 Software effects

An outdated version of an anti-virus application may cre-
ate a new thread for a scan process, while its GUI thread
waits for commands from the user (e.g. cancel the scan).
In such cases, a multi-core architecture is of little bene-
fit for the application itself due to the single thread doing
all the heavy lifting and the inability to balance the work
evenly across multiple cores. Programming truly multi-
threaded code often requires complex co-ordination of
threads and can easily introduce subtle and difficult-to-
find bugs due to the interweaving of processing on data
shared between threads (thread-safety). Consequently,
such code is much more difficult to debug than single-
threaded code when it breaks. There has been a perceived
lack of motivation for writing consumer-level threaded
applications because of the relative rarity of consumer-
level demand for maximum use of computer hardware.

Although threaded applications incur little additional per-
formance penalty on single-processor machines, the extra
overhead of development has been difficult to justify due
to the preponderance of single-processormachines. Also,
serial tasks like decoding the entropy encoding algorithms
used in video codecs are impossible to parallelize because
each result generated is used to help create the next result
of the entropy decoding algorithm.
Given the increasing emphasis on multi-core chip design,
stemming from the grave thermal and power consump-
tion problems posed by any further significant increase in
processor clock speeds, the extent to which software can
be multithreaded to take advantage of these new chips
is likely to be the single greatest constraint on computer
performance in the future. If developers are unable to
design software to fully exploit the resources provided by
multiple cores, then they will ultimately reach an insur-
mountable performance ceiling.
The telecommunications market had been one of the first
that needed a new design of parallel datapath packet pro-
cessing because there was a very quick adoption of these
multiple-core processors for the datapath and the control
plane. These MPUs are going to replace[12] the tradi-
tional Network Processors that were based on proprietary
micro- or pico-code.
Parallel programming techniques can benefit from mul-
tiple cores directly. Some existing parallel program-
ming models such as Cilk Plus, OpenMP, OpenHMPP,
FastFlow, Skandium, MPI, and Erlang can be used on
multi-core platforms. Intel introduced a new abstraction
for C++ parallelism called TBB. Other research efforts
include the Codeplay Sieve System, Cray’s Chapel, Sun’s
Fortress, and IBM’s X10.
Multi-core processing has also affected the ability of
modern computational software development. Develop-
ers programming in newer languages might find that their
modern languages do not support multi-core functional-
ity. This then requires the use of numerical libraries to ac-
cess code written in languages like C and Fortran, which
perform math computations faster than newer languages
like C#. Intel’s MKL and AMD’s ACML are written in
these native languages and take advantage of multi-core
processing. Balancing the application workload across
processors can be problematic, especially if they have dif-
ferent performance characteristics. There are different
conceptual models to deal with the problem, for exam-
ple using a coordination language and program building
blocks (programming libraries or higher-order functions).
Each block can have a different native implementation for
each processor type. Users simply program using these
abstractions and an intelligent compiler chooses the best
implementation based on the context.[13]

Managing concurrency acquires a central role in devel-
oping parallel applications. The basic steps in designing
parallel applications are:
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Partitioning The partitioning stage of a design is in-
tended to expose opportunities for parallel execu-
tion. Hence, the focus is on defining a large number
of small tasks in order to yield what is termed a fine-
grained decomposition of a problem.

Communication The tasks generated by a partition are
intended to execute concurrently but cannot, in gen-
eral, execute independently. The computation to be
performed in one task will typically require data as-
sociated with another task. Data must then be trans-
ferred between tasks so as to allow computation to
proceed. This information flow is specified in the
communication phase of a design.

Agglomeration In the third stage, development moves
from the abstract toward the concrete. Developers
revisit decisions made in the partitioning and com-
munication phases with a view to obtaining an al-
gorithm that will execute efficiently on some class
of parallel computer. In particular, developers con-
sider whether it is useful to combine, or agglomer-
ate, tasks identified by the partitioning phase, so as
to provide a smaller number of tasks, each of greater
size. They also determine whether it is worthwhile
to replicate data and computation.

Mapping In the fourth and final stage of the design
of parallel algorithms, the developers specify where
each task is to execute. This mapping problem does
not arise on uniprocessors or on shared-memory
computers that provide automatic task scheduling.

On the other hand, on the server side, multi-core proces-
sors are ideal because they allow many users to connect
to a site simultaneously and have independent threads of
execution. This allows for Web servers and application
servers that have much better throughput.

6.4.1 Licensing

Vendorsmay license some software “per processor”. This
can give rise to ambiguity, because a “processor” may
consist either of a single core or of a combination of
cores.

• Microsoft has stated that it would treat a socket as a
single processor.[14][15]

• Oracle Corporation counts an AMD X2 or an In-
tel dual-core CPU as a single processor but uses
other metrics for other types, especially for proces-
sors with more than two cores.[16]

6.5 Embedded applications

Embedded computing operates in an area of processor
technology distinct from that of “mainstream” PCs. The
same technological drivers towards multi-core apply here
too. Indeed, in many cases the application is a “natural”
fit for multi-core technologies, if the task can easily be
partitioned between the different processors.
In addition, embedded software is typically developed for
a specific hardware release, making issues of software
portability, legacy code or supporting independent devel-
opers less critical than is the case for PC or enterprise
computing. As a result, it is easier for developers to adopt
new technologies and as a result there is a greater variety
of multi-core processing architectures and suppliers.
As of 2010, multi-core network processing devices
have become mainstream, with companies such as
Freescale Semiconductor, Cavium Networks, Wintegra
and Broadcom all manufacturing products with eight pro-
cessors. For the system developer, a key challenge is how
to exploit all the cores in these devices to achieve maxi-
mum networking performance at the system level, despite
the performance limitations inherent in an SMP operating
system. To address this issue, companies such as 6WIND
provide portable packet processing software designed so
that the networking data plane runs in a fast path environ-
ment outside the OS, while retaining full compatibility
with standard OS APIs.[17]

In digital signal processing the same trend applies: Texas
Instruments has the three-core TMS320C6488 and four-
core TMS320C5441, Freescale the four-core MSC8144
and six-core MSC8156 (and both have stated they are
working on eight-core successors). Newer entries include
the Storm-1 family from Stream Processors, Inc with 40
and 80 general purpose ALUs per chip, all programmable
in C as a SIMD engine and Picochip with three-hundred
processors on a single die, focused on communication ap-
plications.

6.6 Hardware examples

6.6.1 Commercial

• Adapteva Epiphany, a many-core processor archi-
tecture which allows up to 4096 processors on-chip,
although only a 16 core version has been commer-
cially produced.

• Aeroflex Gaisler LEON3, a multi-core SPARC that
also exists in a fault-tolerant version.

• Ageia PhysX, a multi-core physics processing unit.

• Ambric Am2045, a 336-core Massively Parallel
Processor Array (MPPA)

• AMD
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• A-Series, dual-, triple-, and quad-core of Ac-
celerated Processor Units (APU).

• Athlon 64, Athlon 64 FX and Athlon 64 X2
family, dual-core desktop processors.

• Athlon II, dual-, triple-, and quad-core desktop
processors.

• FX-Series, quad-, 6-, and 8-core desktop pro-
cessors.

• Opteron, dual-, quad-, 6-, 8-, 12-, and 16-core
server/workstation processors.

• Phenom, dual-, triple-, and quad-core proces-
sors.

• Phenom II, dual-, triple-, quad-, and 6-core
desktop processors.

• Sempron X2, dual-core entry level processors.
• Turion 64 X2, dual-core laptop processors.
• Radeon and FireStream multi-core
GPU/GPGPU (10 cores, 16 5-issue wide
superscalar stream processors per core)

• Analog Devices Blackfin BF561, a symmetrical
dual-core processor

• ARM MPCore is a fully synthesizable multi-core
container for ARM11 MPCore and ARM Cortex-
A9 MPCore processor cores, intended for high-
performance embedded and entertainment applica-
tions.

• ASOCS ModemX, up to 128 cores, wireless appli-
cations.

• Azul Systems

• Vega 1, a 24-core processor, released in 2005.
• Vega 2, a 48-core processor, released in 2006.
• Vega 3, a 54-core processor, released in 2008.

• Broadcom SiByte SB1250, SB1255, SB1455; BCM
2836 quad-core ARM SoC (designed for the
Raspberry Pi 2)

• ClearSpeed

• CSX700, 192-core processor, released in
2008 (32/64-bit floating point; Integer ALU)

• Cradle Technologies CT3400 and CT3600, both
multi-core DSPs.

• Cavium Networks Octeon, a 32-core MIPS MPU.

• Freescale Semiconductor QorIQ series processors,
up to 8 cores, Power Architecture MPU.

• Hewlett-Packard PA-8800 and PA-8900, dual core
PA-RISC processors.

• IBM

• POWER4, a dual-core processor, released in
2001.

• POWER5, a dual-core processor, released in
2004.

• POWER6, a dual-core processor, released in
2007.

• POWER7, a 4,6,8-core processor, released in
2010.

• POWER8, a 12-core processor, released in
2013.

• PowerPC 970MP, a dual-core processor, used
in the Apple Power Mac G5.

• Xenon, a triple-core, SMT-capable, PowerPC
microprocessor used in the Microsoft Xbox
360 game console.

• Kalray

• MPPA-256, 256-core processor, released
2012 (256 usable VLIW cores, Network-on-
Chip (NoC), 32/64-bit IEEE 754 compliant
FPU)

• Sony/IBM/Toshiba's Cell processor, a nine-core
processor with one general purpose PowerPC core
and eight specialized SPUs (Synergystic Processing
Unit) optimized for vector operations used in the
Sony PlayStation 3

• Infineon Danube, a dual-core, MIPS-based, home
gateway processor.

• Intel

• Atom, single and dual-core processors for net-
book systems.

• Celeron Dual-Core, the first dual-core proces-
sor for the budget/entry-level market.

• Core Duo, a dual-core processor.
• Core 2 Duo, a dual-core processor.
• Core 2 Quad, 2 dual-core dies packaged in a
multi-chip module.

• Core i3, Core i5 andCore i7, a family ofmulti-
core processors, the successor of the Core 2
Duo and the Core 2 Quad.

• Itanium 2, a dual-core processor.
• Pentium D, 2 single-core dies packaged in a
multi-chip module.

• Pentium Extreme Edition, 2 single-core dies
packaged in a multi-chip module.

• Pentium Dual-Core, a dual-core processor.
• Teraflops Research Chip (Polaris), a 3.16
GHz, 80-core processor prototype, which the
company originally stated would be released
by 2011.[18]

https://en.wikipedia.org/wiki/AMD_Fusion
https://en.wikipedia.org/wiki/Athlon_64
https://en.wikipedia.org/wiki/Athlon_64_FX
https://en.wikipedia.org/wiki/Athlon_64_X2
https://en.wikipedia.org/wiki/Athlon_II
https://en.wikipedia.org/wiki/List_of_AMD_FX_microprocessors
https://en.wikipedia.org/wiki/Opteron
https://en.wikipedia.org/wiki/Phenom_(processor)
https://en.wikipedia.org/wiki/Phenom_II
https://en.wikipedia.org/wiki/List_of_AMD_Sempron_microprocessors
https://en.wikipedia.org/wiki/Turion_64_X2
https://en.wikipedia.org/wiki/Radeon
https://en.wikipedia.org/wiki/AMD_FireStream
https://en.wikipedia.org/wiki/Graphics_processing_unit
https://en.wikipedia.org/wiki/GPGPU
https://en.wikipedia.org/wiki/Superscalar
https://en.wikipedia.org/wiki/Stream_processing
https://en.wikipedia.org/wiki/Analog_Devices
https://en.wikipedia.org/wiki/Blackfin
https://en.wikipedia.org/wiki/ARM_architecture
https://en.wikipedia.org/wiki/MPCore
https://en.wikipedia.org/wiki/ARM11_MPCore
https://en.wikipedia.org/wiki/ARM_Cortex-A9_MPCore
https://en.wikipedia.org/wiki/ARM_Cortex-A9_MPCore
https://en.wikipedia.org/wiki/ASOCS
https://en.wikipedia.org/wiki/Azul_Systems
https://en.wikipedia.org/wiki/Raspberry_Pi
https://en.wikipedia.org/wiki/ClearSpeed
https://en.wikipedia.org/wiki/Cavium_Networks
https://en.wikipedia.org/wiki/MIPS_architecture
https://en.wikipedia.org/wiki/Manycore_processing_unit
https://en.wikipedia.org/wiki/Freescale_Semiconductor
https://en.wikipedia.org/wiki/Power_Architecture
https://en.wikipedia.org/wiki/Manycore_processing_unit
https://en.wikipedia.org/wiki/Hewlett-Packard
https://en.wikipedia.org/wiki/PA-8800
https://en.wikipedia.org/wiki/PA-8900
https://en.wikipedia.org/wiki/PA-RISC
https://en.wikipedia.org/wiki/IBM
https://en.wikipedia.org/wiki/POWER4
https://en.wikipedia.org/wiki/POWER5
https://en.wikipedia.org/wiki/POWER6
https://en.wikipedia.org/wiki/POWER7
https://en.wikipedia.org/wiki/POWER8
https://en.wikipedia.org/wiki/PowerPC_970
https://en.wikipedia.org/wiki/Power_Mac_G5
https://en.wikipedia.org/wiki/Xenon_(processor)
https://en.wikipedia.org/wiki/Simultaneous_multithreading
https://en.wikipedia.org/wiki/PowerPC
https://en.wikipedia.org/wiki/Microsoft
https://en.wikipedia.org/wiki/Xbox_360
https://en.wikipedia.org/wiki/Xbox_360
https://en.wikipedia.org/wiki/MPPA-256
https://en.wikipedia.org/wiki/Sony
https://en.wikipedia.org/wiki/IBM
https://en.wikipedia.org/wiki/Toshiba
https://en.wikipedia.org/wiki/Cell_(microprocessor)
https://en.wikipedia.org/wiki/Sony
https://en.wikipedia.org/wiki/PlayStation_3
https://en.wikipedia.org/wiki/Infineon
https://en.wikipedia.org/wiki/Home_gateway
https://en.wikipedia.org/wiki/Home_gateway
https://en.wikipedia.org/wiki/Intel
https://en.wikipedia.org/wiki/Intel_Atom
https://en.wikipedia.org/wiki/Celeron_D
https://en.wikipedia.org/wiki/Core_Duo
https://en.wikipedia.org/wiki/Core_2_Duo
https://en.wikipedia.org/wiki/Core_2_Quad
https://en.wikipedia.org/wiki/Core_i3
https://en.wikipedia.org/wiki/Core_i5
https://en.wikipedia.org/wiki/Core_i7
https://en.wikipedia.org/wiki/Core_2_Duo
https://en.wikipedia.org/wiki/Core_2_Duo
https://en.wikipedia.org/wiki/Core_2_Quad
https://en.wikipedia.org/wiki/Itanium_2
https://en.wikipedia.org/wiki/Pentium_D
https://en.wikipedia.org/wiki/Pentium_Extreme_Edition
https://en.wikipedia.org/wiki/Pentium_Dual-Core
https://en.wikipedia.org/wiki/Teraflops_Research_Chip


6.7. BENCHMARKS 25

• Xeon dual-, quad-, 6-, 8-, 10- and 15-core
processors.[19]

• Xeon Phi 57-core, 60-core and 61-core pro-
cessors.

• IntellaSys

• SEAforth 40C18, a 40-core processor[20]

• SEAforth24, a 24-core processor designed by
Charles H. Moore

• NetLogic Microsystems

• XLP, a 32-core, quad-threaded MIPS64 pro-
cessor

• XLR, an eight-core, quad-threaded MIPS64
processor

• XLS, an eight-core, quad-threaded MIPS64
processor

• Nvidia

• GeForce 9 multi-core GPU (8 cores, 16 scalar
stream processors per core)

• GeForce 200 multi-core GPU (10 cores, 24
scalar stream processors per core)

• Tesla multi-core GPGPU (10 cores, 24 scalar
stream processors per core)

• Parallax Propeller P8X32, an eight-core microcon-
troller.

• picoChip PC200 series 200–300 cores per device
for DSP & wireless

• Plurality HAL series tightly coupled 16-256 cores,
L1 shared memory, hardware synchronized proces-
sor.

• Rapport Kilocore KC256, a 257-core microcon-
troller with a PowerPC core and 256 8-bit “process-
ing elements”.

• SiCortex “SiCortex node” has six MIPS64 cores on
a single chip.

• Sun Microsystems

• MAJC 5200, two-core VLIW processor
• UltraSPARC IV and UltraSPARC IV+, dual-
core processors.

• UltraSPARCT1, an eight-core, 32-thread pro-
cessor.

• UltraSPARC T2, an eight-core, 64-
concurrent-thread processor.

• UltraSPARC T3, a sixteen-core, 128-
concurrent-thread processor.

• SPARC T4, an eight-core, 64-concurrent-
thread processor.

• SPARC T5, a sixteen-core, 128-concurrent-
thread processor.

• Texas Instruments

• TMS320C80 MVP, a five-core multimedia
video processor.

• TMS320TMS320C66, 2,4,8 core dsp.

• Tilera

• TILE64, a 64-core 32-bit processor
• TILE-Gx, a 72-core 64-bit processor

• XMOS Software Defined Silicon quad-core XS1-
G4

6.6.2 Free

• OpenSPARC

6.6.3 Academic

• MIT, 16-core RAW processor

• University of California, Davis, Asynchronous array
of simple processors (AsAP)

• 36-core 610 MHz AsAP
• 167-core 1.2 GHz AsAP2

• University of Washington, Wavescalar processor

• University of Texas, Austin, TRIPS processor

• Linköping University, Sweden, ePUMA processor

6.7 Benchmarks

The research and development of multicore processors
often compares many options, and benchmarks are de-
veloped to help such evaluations. Existing benchmarks
include SPLASH-2, PARSEC, and COSMIC for hetero-
geneous systems.[21]

6.8 Notes
1. ^ Digital signal processors (DSPs) have used multi-

core architectures for much longer than high-end
general-purpose processors. A typical example of a
DSP-specific implementation would be a combina-
tion of a RISC CPU and a DSP MPU. This allows
for the design of products that require a general-
purpose processor for user interfaces and a DSP
for real-time data processing; this type of design is
common in mobile phones. In other applications,
a growing number of companies have developed
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multi-core DSPs with very large numbers of proces-
sors.

2. ^ Two types of operating systems are able to use
a dual-CPU multiprocessor: partitioned multipro-
cessing and symmetric multiprocessing (SMP). In a
partitioned architecture, each CPU boots into sep-
arate segments of physical memory and operate in-
dependently; in an SMP OS, processors work in a
shared space, executing threads within the OS inde-
pendently.

6.9 See also

• Race condition

• Multicore Association

• Hyper-threading

• Multitasking

• PureMVC MultiCore – a modular programming
framework

• XMTC

• Parallel Random Access Machine

• Partitioned global address space (PGAS)

• Thread

• CPU shielding

• GPGPU

• CUDA

• OpenCL (Open Computing Language) – a frame-
work for heterogeneous execution

• Ateji PX – an extension of the Java language for par-
allelism

• BMDFM (Binary Modular Dataflow Machine) –
Multi-core Runtime Environment
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Chapter 7

Intel Atom (CPU)

This article is about the netbook and MID version of
Atom. It is not to be confused with the Atom (system on
chip) for smartphones and tablets.

Intel Atom is the brand name for a line of ultra-low-
voltage IA-32 and x86-64 CPUs (or microprocessors)
from Intel, originally designed in 45 nm complementary
metal–oxide–semiconductor (CMOS) with subsequent
models, codenamed Cedar, using a 32 nm process.[2]
Atom is mainly used in netbooks, nettops, embedded ap-
plications ranging from health care to advanced robotics,
and mobile Internet devices (MIDs).
Atom processors are based on the Bonnell microarchi-
tecture.[3][4] On 21 December 2009, Intel announced the
Pine Trail platform, including new Atom processor code-
named Pineview (Atom N450), with total kit power con-
sumption down 20%.[5] On 28 December 2011, Intel up-
dated the Atom line with the Cedar processors.[2]

In December 2012, Intel launched the 64-bit Centerton
family of Atom CPUs, designed specifically for use in
servers.[6] Centerton adds features previously unavailable
in Atom processors, such as Intel VT virtualization tech-
nology and support for ECC memory.[7] On 4 September
2013 Intel launched a 22 nm successor to Centerton, co-
denamed Avoton.[8]

In 2012, Intel announced a new system on chip (SoC)
platform designed for smartphones and tablets which
would use the Atom line of CPUs.[9] It is a continuation
of the partnership announced by Intel and Google on 13
September 2011 to provide support for the Android oper-
ating system on Intel x86 processors.[10] This range com-
petes with existing SoCs developed for the smartphone
and tablet market from companies like Texas instruments,
Nvidia, Qualcomm and Samsung.[11]

7.1 History

Intel Atom is a direct successor of the Intel A100 and
A110 low-power microprocessors (code-named Stealey),
which were built on a 90 nm process, had 512 kB L2
cache and ran at 600 MHz/800 MHz with 3 W TDP
(Thermal Design Power). Prior to the Silverthorne an-

nouncement, outside sources had speculated that Atom
would compete with AMD's Geode system-on-a-chip
processors, used by the One Laptop per Child (OLPC)
project, and other cost and power sensitive applications
for x86 processors. However, Intel revealed on 15 Oc-
tober 2007 that it was developing another new mo-
bile processor, codenamedDiamondville, for OLPC-type
devices.[12]

“Atom” was the name under which Silverthorne would be
sold, while the supporting chipset formerly code-named
Menlow was called Centrino Atom.[13]

At Spring Intel Developer Forum (IDF) 2008 in
Shanghai, Intel officially announced that Silverthorne
and Diamondville are based on the same microarchitec-
ture. Silverthorne would be called the Atom Z5xx se-
ries and Diamondville would be called the Atom N2xx
series. The more expensive lower-power Silverthorne
parts will be used in Intel mobile Internet devices (MIDs)
whereas Diamondville will be used in low-cost desktop
and notebooks. Several Mini-ITX motherboard samples
have also been revealed.[14] Intel and Lenovo also jointly
announced an Atom powered MID called the IdeaPad
U8.[15]

In April 2008, a MID development kit was an-
nounced by Sophia Systems[16] and the first board called
CoreExpress-ECO was revealed by a German company
LiPPERT Embedded Computers, GmbH.[17] Intel offers
Atom based motherboards.[18][19]

In December 2012, Intel released Atom for servers, the
S1200 series. The primary difference between these pro-
cessors and all prior versions, is that ECC memory sup-
port has been added, enabling the use of the Atom in
mission-critical server environments that demand redun-
dancy and memory failure protection.

7.2 Instruction set architecture

7.2.1 32-bit and 64-bit hardware support

All Atom processors implement the x86 (IA-32) instruc-
tion set; however, support for the Intel 64 instruction set
was not added until the desktopDiamondville and desktop
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andmobile Pineview cores. TheAtomN2xx and Z5xx se-
ries Atom models cannot run x86-64 code.[21] The Cen-
terton server processors will support the Intel 64 instruc-
tion set.[7]

7.2.2 Intel 64 software support

Intel states the Atom supports 64-bit operation only “with
a processor, chipset, BIOS” that all support Intel 64.
Those Atom systems not supporting all of these cannot
enable Intel 64.[22] As a result, the ability of an Atom-
based system to run 64-bit versions of operating sys-
tems such as Ubuntu or Debian GNU/Linux may vary
from one motherboard to another. Online retailer mini-
itx.com has tested Atom-based motherboards made by
Intel and Jetway, and while they were able to install 64-
bit versions of Linux on Intel-branded motherboards with
D2700 (Pineview) processors, Intel 64 support was not
enabled on a Jetway-branded motherboard with a D2550
(Pineview) processor.[23]

Even among Atom-based systems which have Intel 64
enabled, not all are able to run 64-bit versions of
Microsoft Windows. For those Pineview processors
which support 64-bit operation, Intel Download Center
currently provides 64-bit Windows 7 and Windows Vista
drivers for Intel GMA 3150 graphics, found in Pineview
processors.[24] However, no 64-bit Windows drivers are
available for Intel Atom Cedarview processors, released
Q3 2011.[25] However, Intel’s Bay Trail-M processors,
built on the Silvermont microarchitecture and released in
the second half of 2013, regain 64-bit support, although
driver support for Linux and Windows 7 is limited at
launch.[26]

The lack of 64-bit Windows support for Cedarview pro-
cessors appears to be due to a driver issue. A member
of the Intel Enthusiast Team has stated in a series of
posts on enthusiast site Tom’s Hardware that while the
Atom D2700 (Pineview) was designed with Intel 64 sup-
port, due to a “limitation of the board” Intel had pulled
their previously-available 64-bit drivers for Windows 7
and would not provide any further 64-bit support.[27]
Some system manufacturers have similarly stated that
theirmotherboards withAtomCedarview processors lack
64-bit support due to a “lack of Intel® 64-bit VGA driver
support”.[28] Because all Cedarview processors use the
same Intel GMA 3600 or 3650 graphics as the D2700,
this indicates that Atom Cedarview systems will remain
unable to run 64-bit versions of Windows, even those
which have Intel 64 enabled and are able to run 64-bit
versions of Linux.

7.3 Availability

Atom processors became available to systemmanufactur-
ers in 2008. Because they are soldered, like northbridges

and southbridges, onto a mainboard, Atom processors are
not available to home users or system builders as sep-
arate processors, although they may be obtained prein-
stalled on some ITX motherboards. The Diamondville
and Pineview[29] Atom is used in the HP Mini Series,
aigo MID Asus N10, Lenovo IdeaPad S10, Acer As-
pire One & Packard Bell’s “dot” (ZG5), recent ASUS
Eee PC systems, Sony VAIO M-series, AMtek Elego,
Dell Inspiron Mini Series, Gigabyte M912, LG X Series,
Samsung NC10, Sylvania g Netbook Meso, Toshiba NB
series (100, 200, 205, 255, 300, 500, 505), MSIWind PC
netbooks, RedFox Wizbook 1020i, Sony Vaio X Series,
Zenith Z-Book, a range of Aleutia desktops, Magic W3
and the Archos.The Pineview line is also used in multiple
AAC devices for the disabled individual who is unable
to speak and the AAC device assists the user in everyday
communication with dedicated speech software.

7.4 Performance

The performance of a single core Atom is about half that
of a Pentium M of the same clock rate. For example, the
Atom N270 (1.60 GHz) found in many netbooks such
as the Eee PC can deliver around 3300 MIPS and 2.1
GFLOPS in standard benchmarks,[30] compared to 7400
MIPS and 3.9 GFLOPS for the similarly clocked (1.73
GHz) Pentium M 740.[31]

The Pineview platform has proven to be only slightly
faster than the previous Diamondville platform. This is
because the Pineview platform uses the same Bonnell
execution core as Diamondville and is connected to the
memory controller via the FSB, hence memory latency
and performance in CPU-intensive applications are min-
imally improved.[32]

7.5 Bonnell microarchitecture

Main article: Bonnell (microarchitecture)

Intel Atom processors are based on the Bonnell
microarchitecture,[3][4] which can execute up to two in-
structions per cycle. Like many other x86 micropro-
cessors, it translates x86-instructions (CISC instructions)
into simpler internal operations (sometimes referred to
as micro-ops, i.e., effectively RISC style instructions)
prior to execution. The majority of instructions pro-
duce one micro-op when translated, with around 4% of
instructions used in typical programs producing multi-
ple micro-ops. The number of instructions that produce
more than one micro-op is significantly fewer than the P6
andNetBurst microarchitectures. In the Bonnell microar-
chitecture, internal micro-ops can contain both a memory
load and a memory store in connection with an ALU op-
eration, thus being more similar to the x86 level and more
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powerful than the micro-ops used in previous designs.[33]
This enables relatively good performance with only two
integer ALUs, and without any instruction reordering,
speculative execution, or register renaming. The Bon-
nell microarchitecture therefore represents a partial re-
vival of the principles used in earlier Intel designs such as
P5 and the i486, with the sole purpose of enhancing the
performance per watt ratio. However, Hyper-Threading
is implemented in an easy (i.e., low power) way to em-
ploy the whole pipeline efficiently by avoiding the typical
single thread dependencies.[33]

7.6 Collaborations

In March 2009, Intel announced that it would be col-
laborating with TSMC for the production of the Atom
processors.[34] The deal was put on hold due to lack of
demand in 2010.
On 13 September 2011 Intel and Google held a joint
announcement of a partnership to provide support in
Google’s Android operating system for Intel processors
(beginning with the Atom). This would allow Intel
to supply chips for the growing smartphone and tablet
market.[35]

7.7 Competition

Embedded processors based on the ARM version 7 in-
struction set architecture (such as Nvidia's Tegra 3 series,
TI’s 4 series and Freescale’s i.MX51 based on the Cortex-
A8 core, or the Qualcomm Snapdragon and Marvell Ar-
mada 500/600 based on custom ARMv7 implementa-
tions) offer similar performance to the low end Atom
chipsets but at roughly one quarter the power consump-
tion, and (like most ARM systems) as a single integrated
system on a chip, rather than a two chip solution like the
current Atom line. Although the second-generation Atom
codenamed “Pineview” should greatly increase its com-
petitiveness in performance/watt, ARM plans to counter
the threat with the multi-core capable Cortex-A9 core
as used in Nvidia’s Tegra 2/3, TI’s OMAP 4 series, and
Qualcomm's next-generation Snapdragon series, among
others.
The Nano and Nano Dual-Core series from VIA is
slightly above the average thermal envelope of the Atom,
but offers hardware AES support, random number gen-
erators, and out-of-order execution. Performance com-
parisons of the Intel Atom against the Via Nano indi-
cate that a single core Intel Atom is easily outperformed
by the Via Nano which is in turn outperformed by a
dual core Intel Atom 330 in tests where multithreading
is used. The Core 2 Duo SU7300 outperforms the dual-
core Nano.[36][37][38][39][40][41][42][43]

The Xcore86 (also known as the PMX 1000) is x586

based System on Chip (SoC) that offers a below average
thermal envelope compared to the Atom.
Kenton Williston of EE Times said that while Atom will
not displace ARM from its current markets, the ability to
apply the PC architecture into smaller, cheaper and lower
power form factors will open up newmarkets for Intel.[44]

ARM has found that Intel’s Atom processors offer less
compatibility and lower performance than their chips
when running Android, and higher power consumption
and less battery life for the same tasks under both An-
droid and Windows.[45]

Even AMD is in this competition with the Mullins brand
based on Puma Microarchitecture who offers better
Computing and even better Graphics performance with
similar thermal power.

7.8 See also
• List of Intel Atom microprocessors

• Intel Edison

• Intel Quark
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Chapter 8

Intel Core

This article is about the Intel processor brand name. For
the Intel microarchitecture that is the basis for the Core
2 processor family, see Intel Core (microarchitecture).

Intel Core is a brand name that Intel uses for var-
ious mid-range to high-end consumer and business
microprocessors. These processors replaced the then-
currently mid to high end Pentium processors, making
them entry level, and bumping the Celeron series of pro-
cessors to low end. Similarly, identical or more capable
versions of Core processors are also sold as Xeon proces-
sors for the server and workstation market.
As of 2015 the current lineup of Core processors included
the latest Intel Core i7, Intel Core i5, and Intel Core i3.[1]

8.1 Overview

Clock speed slowest 1.2 GHz to the fastest 4.0 GHz (In-
tel Core i7-4790K) (or 4.4 GHz via Intel Turbo Boost
Technology)[3]

8.2 Enhanced Pentium M based

Main article: Enhanced Pentium M (microarchitecture)
For details about the processor core, see Yonah (micro-
processor).

The original Core brand refers to Intel's 32-bit mobile
dual-core x86 CPUs, which derived from the Pentium M
branded processors. The processor family used a more
enhanced version of the Intel P6 microarchitecture. It
emerged in parallel with the NetBurst microarchitecture
(Intel P68) of the Pentium 4 brand, and was a precursor
of the 64-bit Core microarchitecture of Core 2 branded
CPUs. The Core brand comprised two branches: theDuo
(dual-core) and Solo (Duo with one disabled core, which
replaced the PentiumM brand of single-core mobile pro-
cessor).
Intel launched the Core brand on January 6, 2006 with
the release of the 32-bit Yonah CPU – Intel’s first dual-
core mobile (low-power) processor. Its dual-core lay-

out closely resembled two interconnected Pentium M
branded CPUs packaged as a single die (piece) silicon
chip (IC). Hence, the 32-bit microarchitecture of Core
branded CPUs – contrary to its name – had more in com-
mon with PentiumM branded CPUs than with the subse-
quent 64-bit Core microarchitecture of Core 2 branded
CPUs. Despite a major rebranding effort by Intel start-
ing January 2006, some companies continued to market
computers with the Yonah core marked as Pentium M.
The Core series is also the first Intel processor used as the
main CPU in an Apple Macintosh computer. The Core
Duo was the CPU for the first generation MacBook Pro,
while the Core Solo appeared in Apple’s Mac mini line.
Core Duo signified the beginning of Apple’s shift to Intel
processors across their entire line.
In 2007, Intel began branding the Yonah core CPUs
intended for mainstream mobile computers as Pentium
Dual-Core, not to be confused with the desktop 64-bit
Core microarchitecture CPUs also branded as Pentium
Dual-Core.
September 2007 and January 4, 2008 marked the discon-
tinuation of a number of Core branded CPUs including
several Core Solo, Core Duo, Celeron and one Core 2
Quad chip.[4][5]

8.2.1 Core Duo

Intel Core Duo[6] (product code 80539) consists of two
cores on one die, a 2 MB L2 cache shared by both cores,
and an arbiter bus that controls both L2 cache and FSB
(front-side bus) access.

8.2.2 Core Solo

Intel Core Solo[7] (product code 80538) uses the same
two-core die as the Core Duo, but features only one ac-
tive core. Depending on demand, Intel may also simply
disable one of the cores to sell the chip at the Core Solo
price—this requires less effort than launching and main-
taining a separate line of CPUs that physically only have
one core. Intel used the same strategy previously with the
486 CPU in which early 486SX CPUs were in fact man-
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ufactured as 486DX CPUs but with the FPU disabled.

8.3 64-bit Core microarchitecture
based

Main article: Core (microarchitecture)

The successor to Core is the mobile version of the Intel
Core 2 line of processors using cores based upon the Intel
Core microarchitecture,[8] released on July 27, 2006.
The release of the mobile version of Intel Core 2 marks
the reunification of Intel’s desktop and mobile product
lines as Core 2 processors were released for desktops and
notebooks, unlike the first Intel Core CPUs that were tar-
geted only for notebooks (although some small form fac-
tor and all-in-one desktops, like the iMac and the Mac
Mini, also used Core processors).
Unlike the Intel Core, Intel Core 2 is a 64-bit processor,
supporting Intel 64. Another difference between the orig-
inal Core Duo and the new Core 2 Duo is an increase in
the amount of Level 2 cache. The new Core 2 Duo has
tripled the amount of on-board cache to 6 MB. Core 2
also introduced a quad-core performance variant to the
single- and dual-core chips, branded Core 2 Quad, as well
as an enthusiast variant, Core 2 Extreme. All three chips
are manufactured at a 65 nm lithography, and in 2008,
a 45 nm lithography and support Front Side Bus speeds
ranging from 533 MHz to 1600 MHz. In addition, the 45
nm die shrink of the Core microarchitecture adds SSE4.1
support to all Core 2 microprocessors manufactured at a
45 nm lithography, therefore increasing the calculation
rate of the processors.

8.3.1 Core 2 Solo

The Core 2 Solo,[9] introduced in September 2007, is
the successor to the Core Solo and is available only as
an ultra-low-power mobile processor with 5.5 Watt ther-
mal design power. The original U2xxx series “Merom-L”
used a special version of the Merom chip with CPUID
number 10661 (model 22, stepping A1) that only had a
single core and was also used in some Celeron processors.
The later SU3xxx are part of Intel’s CULV range of pro-
cessors in a smaller µFC-BGA 956 package but contain
the same Penryn chip as the dual-core variants, with one
of the cores disabled during manufacturing.

8.3.2 Core 2 Duo

The majority of the desktop and mobile Core 2 proces-
sor variants are Core 2 Duo[10][11] with two processor
cores on a single Merom, Conroe, Allendale, Penryn, or
Wolfdale chip. These come in a wide range of perfor-
mance and power consumption, starting with the rela-

tively slow ultra-low-power Uxxxx (10W) and low-power
Lxxxx (17 W) versions, to the more performance ori-
ented Pxxxx (25 W) and Txxxx (35 W) mobile versions
and the Exxxx (65 W) desktop models. The mobile Core
2 Duo processors with an 'S' prefix in the name are pro-
duced in a smaller µFC-BGA 956 package, which allows
building more compact laptops.
Within each line, a higher number usually refers to a
better performance, which depends largely on core and
front-side bus clock frequency and amount of second level
cache, which are model-specific. Core 2 Duo processors
typically use the full L2 cache of 2, 3, 4, or 6 MB avail-
able in the specific stepping of the chip, while versions
with the amount of cache reduced during manufacturing
are sold for the low-end consumer market as Celeron or
Pentium Dual-Core processors. Like those processors,
some low-end Core 2 Duo models disable features such
as Intel Virtualization Technology.

8.3.3 Core 2 Quad

Core 2 Quad[12][13] processors are multi-chip modules
consisting of two dies similar to those used in Core 2
Duo, forming a quad-core processor. This allows twice
the performance of a dual-core processors at the same
clock frequency in ideal conditions.
Initially, all Core 2 Quad models were versions of Core
2 Duo desktop processors, Kentsfield derived from Con-
roe and Yorkfield from Wolfdale, but later Penryn-QC
was added as a high-end version of the mobile dual-core
Penryn.
The Xeon 32xx and 33xx processors are mostly identical
versions of the desktop Core 2 Quad processors and can
be used interchangeably.

8.3.4 Core 2 Extreme

Core 2 Extreme processors[14][15] are enthusiast versions
of Core 2Duo and Core 2Quad processors, usually with a
higher clock frequency and an unlocked clock multiplier,
which makes them especially attractive for overclocking.
This is similar to earlier Pentium processors labeled as
Extreme Edition. Core 2 Extreme processors were re-
leased at a much higher price than their regular version,
often $999 or more.

8.4 Nehalem microarchitecture
based

Main article: Nehalem (microarchitecture)

With the release of the Nehalem microarchitecture
in November 2008,[16] Intel introduced a new naming
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scheme for its Core processors. There are three vari-
ants, Core i3, Core i5 and Core i7, but the names no
longer correspond to specific technical features like the
number of cores. Instead, the brand is now divided from
low-level (i3), through mid-range (i5) to high-end per-
formance (i7),[17] which correspond to three, four and
five stars in Intel’s Intel Processor Rating[18] following on
from the entry-level Celeron (one star) and Pentium (two
stars) processors.[19] Common features of all Nehalem
based processors include an integrated DDR3 memory
controller as well as QuickPath Interconnect or PCI Ex-
press and Direct Media Interface on the processor replac-
ing the aging quad-pumped Front Side Bus used in all ear-
lier Core processors. All these processors have 256 KB
L2 cache per core, plus up to 12 MB shared L3 cache.
Because of the new I/O interconnect, chipsets and main-
boards from previous generations can no longer be used
with Nehalem based processors.

8.4.1 Core i3

Intel intended the Core i3 as the new low end of the per-
formance processor line from Intel, following the retire-
ment of the Core 2 brand.[20][21]

The first Core i3 processors were launched on January 7,
2010.[22]

The first Nehalem based Core i3 was Clarkdale-based,
with an integrated GPU and two cores.[23] The same pro-
cessor is also available as Core i5 and Pentium, with
slightly different configurations.
The Core i3-3xxM processors are based on Arrandale,
the mobile version of the Clarkdale desktop processor.
They are similar to the Core i5-4xx series but running
at lower clock speeds and without Turbo Boost.[24] Ac-
cording to an Intel FAQ they do not support Error Cor-
rection Code (ECC) memory.[25] According to moth-
erboard manufacturer Supermicro, if a Core i3 pro-
cessor is used with a server chipset platform such as
Intel 3400/3420/3450, the CPU supports ECC with
UDIMM.[26] When asked, Intel confirmed that, although
the Intel 5 series chipset supports non-ECC memory only
with the Core i5 or i3 processors, using those processors
on amotherboard with 3400 series chipsets it supports the
ECC function of ECC memory.[27] A limited number of
motherboards by other companies also support ECC with
Intel Core ix processors; the Asus P8B WS is an exam-
ple, but it does not support ECCmemory underWindows
non-server operating systems.[28]

8.4.2 Core i5

The first Core i5 using the Nehalem microarchitec-
ture was introduced on September 8, 2009, as a main-
stream variant of the earlier Core i7, the Lynnfield
core.[29][30] Lynnfield Core i5 processors have an 8 MB

L3 cache, a DMI bus running at 2.5 GT/s and support for
dual-channel DDR3-800/1066/1333 memory and have
Hyper-threading disabled. The same processors with
different sets of features (Hyper-Threading and other
clock frequencies) enabled are sold as Core i7-8xx and
Xeon 3400-series processors, which should not be con-
fused with high-end Core i7-9xx and Xeon 3500-series
processors based on Bloomfield. A new feature called
Turbo Boost Technology was introduced which maxi-
mizes speed for demanding applications, dynamically ac-
celerating performance to match the workload.
The Core i5-5xx mobile processors are named
Arrandale and based on the 32 nm Westmere shrink of
the Nehalem microarchitecture. Arrandale processors
have integrated graphics capability but only two proces-
sor cores. They were released in January 2010, together
with Core i7-6xx and Core i3-3xx processors based on
the same chip. The L3 cache in Core i5-5xx processors
is reduced to 3 MB, while the Core i5-6xx uses the full
cache and the Core i3-3xx does not support for Turbo
Boost.[31] Clarkdale, the desktop version of Arrandale,
is sold as Core i5-6xx, along with related Core i3 and
Pentium brands. It has Hyper-Threading enabled and
the full 4 MB L3 cache.[32]

According to Intel “Core i5 desktop processors and desk-
top boards typically do not support ECCmemory”,[33] but
information on limited ECC support in the Core i3 sec-
tion also applies to Core i5 and i7.

8.4.3 Core i7

Intel Core i7 as an Intel brand name applies to several
families of desktop and laptop 64-bit x86-64 processors
using the Nehalem, Westmere, Sandy Bridge, Ivy Bridge
and Haswell microarchitectures. The Core i7 brand tar-
gets the business and high-end consumer markets for both
desktop and laptop computers,[35] and is distinguished
from the Core i3 (entry-level consumer), Core i5 (main-
stream consumer), and Xeon (server and workstation)
brands.
Intel introduced the Core i7 name with the Nehalem-
based Bloomfield Quad-core processor in late
2008.[36][37][38][39] In 2009 new Core i7 models based
on the Lynnfield (Nehalem-based) desktop quad-core
processor and the Clarksfield (Nehalem-based) quad-
core mobile were added,[40] and models based on the
Arrandale dual-core mobile processor (also Nehalem-
based) were added in January 2010. The first six-core
processor in the Core lineup is the Nehalem-based
Gulftown, which was launched on March 16, 2010.
Both the regular Core i7 and the Extreme Edition are
advertised as five stars in the Intel Processor Rating.
In each of the first three microarchitecture generations
of the brand, Core i7 has family members using two dis-
tinct system-level architectures, and therefore two distinct
sockets (for example, LGA 1156 and LGA 1366 with
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Nehalem). In each generation, the highest-performing
Core i7 processors use the same socket and QPI-based
architecture as the low-end Xeon processors of that gen-
eration, while lower-performing Core i7 processors use
the same socket and PCIe/DMI/FDI architecture as the
Core i5.
“Core i7” is a successor to the Intel Core 2
brand.[41][42][43][44] Intel representatives stated that
they intend the moniker Core i7 to help consumers
decide which processor to purchase as Intel releases
newer Nehalem-based products in the future.[45]

8.5 Sandy Bridge microarchitec-
ture based

Main article: Sandy Bridge

In early 2011, Intel introduced a new microarchitecture
named Sandy Bridge microarchitecture. It kept all the
existing brands from Nehalem, including Core i3/i5/i7,
and introduced new model numbers. The initial set of
Sandy Bridge processors includes dual- and quad-core
variants, all of which use a single 32 nm die for both the
CPU and integrated GPU cores, unlike the earlier mi-
croarchitectures. All Core i3/i5/i7 processors with the
Sandy Bridge microarchitecture have a four-digit model
number. With the mobile version, the thermal design
power can no longer be determined from a one- or two-
letter suffix but is encoded into the CPU number. Starting
with Sandy Bridge, Intel no longer distinguishes the code
names of the processor based on number of cores, socket
or intended usage; they all use the same code name as the
microarchitecture itself.
Ivy Bridge is the codename for Intel’s 22 nm die shrink
of the Sandy Bridge microarchitecture based on tri-gate
(“3D”) transistors, introduced in April 2012.

8.5.1 Core i3

Released on January 20, 2011, the Core i3-2xxx line of
desktop and mobile processors is a direct replacement of
the 2010 “Clarkdale” Core i3-5xx and “Arrandale” Core
i3-3xxM models, based on the new microarchitecture.
While they require new sockets and chipsets, the user-
visible features of the Core i3 are largely unchanged, in-
cluding the lack of support for Turbo Boost and AES-NI.
Unlike the Sandy Bridge based Celeron and Pentium pro-
cessors, the Core i3 line does support the new Advanced
Vector Extensions. This particular processor is the entry-
level processor of this new series of Intel processors.

8.5.2 Core i5

In January 2011, Intel released new quad-core Core i5
processors based on the “Sandy Bridge” microarchitec-
ture at CES 2011. New dual-core mobile processors and
desktop processors arrived in February 2011.
The Core i5-2xxx line of desktop processors are mostly
quad-core chips, with the exception of the dual-core Core
i5-2390T, and include integrated graphics, combining the
key features of the earlier Core i5-6xx and Core i5-7xx
lines. The suffix after the four-digit model number des-
ignates unlocked multiplier (K), low-power (S) and ultra-
low-power (T).
The desktop CPUs now all have four non-SMT cores (like
the i5-750), with the exception of the i5-2390T. TheDMI
bus is running at 5 GT/s.
The mobile Core i5-2xxxM processors are all dual-core
chips like the previous Core i5-5xxM series and share
most the features with that product line.

8.5.3 Core i7

The Core i7 brand remains the high-end for Intel’s desk-
top and mobile processors, featuring the Sandy Bridge
models with the largest amount of L3 cache and the high-
est clock frequency. Most of these models are very sim-
ilar to their smaller Core i5 siblings. The quad-core mo-
bile Core i7-2xxxQM/XM processors follow the previous
“Clarksfield” Core i7-xxxQM/XM processors, but now
also include integrated graphics.

8.6 Ivy Bridge microarchitecture
based

Main article: Ivy Bridge (microarchitecture)

8.6.1 Core i3

The Ivy Bridge based Core-i3-3xxx line is a minor up-
grade to 22 nm process technology and better graphics.

8.6.2 Core i5

8.6.3 Core i7

8.7 Haswell microarchitecture
based

Main article: Haswell (microarchitecture)

https://en.wikipedia.org/wiki/QPI
https://en.wikipedia.org/wiki/Intel_Core_2
https://en.wikipedia.org/wiki/Moniker
https://en.wikipedia.org/wiki/Sandy_Bridge
https://en.wikipedia.org/wiki/Thermal_design_power
https://en.wikipedia.org/wiki/Thermal_design_power
https://en.wikipedia.org/wiki/Ivy_Bridge_(microprocessor)
https://en.wikipedia.org/wiki/Intel_Turbo_Boost
https://en.wikipedia.org/wiki/AES-NI
https://en.wikipedia.org/wiki/Advanced_Vector_Extensions
https://en.wikipedia.org/wiki/Advanced_Vector_Extensions
https://en.wikipedia.org/wiki/Simultaneous_multithreading
https://en.wikipedia.org/wiki/Ivy_Bridge_(microarchitecture)
https://en.wikipedia.org/wiki/Haswell_(microarchitecture)


36 CHAPTER 8. INTEL CORE

8.7.1 Core i3

8.7.2 Core i5

8.7.3 Core i7

8.8 Broadwell microarchitecture
based

Main article: Broadwell (microarchitecture)

The Broadwell microarchitecture was released by Intel on
September 6, 2014, and began shipping in late 2014. It
is the first to use a 14 nm chip.[46] Additional, mobile
processors were launched in January 2015. [47]

8.8.1 Core i3

8.8.2 Core i5

8.8.3 Core i7

8.8.4 Core M

8.9 See also

• Centrino
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Chapter 9

List of Intel Core i5 microprocessors

The following is a list of Intel Core i5 brand
microprocessors.

9.1 Desktop processors

9.1.1 Nehalem microarchitecture (1st gen-
eration)

“Lynnfield” (45 nm)

• All models support: MMX, SSE, SSE2, SSE3, SSSE3,
SSE4.1, SSE4.2, Enhanced Intel SpeedStep Technol-
ogy (EIST), Intel 64, XD bit (an NX bit implementa-
tion), Intel VT-x, Turbo Boost, Smart Cache.

• FSB has been replaced with DMI.

• Transistors: 774 million

• Die size: 296 mm²

• Stepping: B1

9.1.2 Westmere microarchitecture (1st
generation)

"Clarkdale" (MCP, 32 nm dual-core)

• All models support: MMX, SSE, SSE2, SSE3, SSSE3,
SSE4.1, SSE4.2, Enhanced Intel SpeedStep Technol-
ogy (EIST), Intel 64, XD bit (an NX bit implementa-
tion), TXT, Intel VT-x, Intel VT-d, Hyper-Threading,
Turbo Boost, AES-NI, Smart Cache.

• Core i5-655K, Core i5-661 does not support Intel
TXT and Intel VT-d.[1]

• Core i5-655K features an unlocked multiplier.

• FSB has been replaced with DMI.

• Contains 45 nm “Ironlake” GPU.

• Transistors: 382 million

• Die size: 81 mm²

• Graphics Transistors: 177 million

• Graphics and Integrated Memory Controller die
size: 114 mm²

• Stepping: C2, K0

9.1.3 Sandy Bridge microarchitecture
(2nd generation)

“Sandy Bridge” (dual-core, 32 nm)

• All models support: MMX, SSE, SSE2, SSE3, SSSE3,
SSE4.1, SSE4.2, AVX, Enhanced Intel SpeedStep
Technology (EIST), Intel 64, XD bit (an NX bit im-
plementation), TXT, Intel VT-x, Intel VT-d, Hyper-
threading, Turbo Boost, AES-NI, Smart Cache, Intel
Insider, vPro.

• Transistors: 504 million

• Die size: 131 mm²

“Sandy Bridge” (quad-core, 32 nm)

• All models support: MMX, SSE, SSE2, SSE3, SSSE3,
SSE4.1, SSE4.2, AVX, Enhanced Intel SpeedStep
Technology (EIST), Intel 64, XD bit (an NX bit im-
plementation), TXT, Intel VT-x, Intel VT-d, Turbo
Boost, AES-NI, Smart Cache, Intel Insider, vPro.

• All models support dual-channel DDR3-1333
RAM.

• Core i5-2300, Core i5-2310, Core i5-2320, Core
i5-2380P, Core i5-2405S, Core i5-2450P, Core i5-
2500K and Core i5-2550K does not support Intel
TXT, Intel VT-d, and Intel vPro.[2]

• S processors feature lower-than-normal TDP (65W
on 4-core models).

• T processors feature an even lower TDP (45W on
4-core models or 35W on 2-core models).

• K processors are unlockable and designed for over-
clocking. Other processors will have limited over-
clocking due to chipset limitations.[3]
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• P processors disable the integrated graphics proces-
sor.

• Transistors: 1.16 billion[4]

• Die size: 216 mm²

9.1.4 Ivy Bridge microarchitecture (3rd
generation)

"Ivy Bridge" (dual-core, 22 nm)

• All models support: MMX, SSE, SSE2, SSE3, SSSE3,
SSE4.1, SSE4.2, AVX, Enhanced Intel SpeedStep
Technology (EIST), Intel 64, XD bit (an NX bit imple-
mentation), Intel VT-x, Intel VT-d, Hyper-threading,
Turbo Boost, AES-NI, Smart Cache, Intel Insider.

• Die size: 93.6mm² or 118 mm² [5][6]

“Ivy Bridge” (quad-core, 22 nm)

• All models support: MMX, SSE, SSE2, SSE3, SSSE3,
SSE4.1, SSE4.2, AVX, Enhanced Intel SpeedStep
Technology (EIST), Intel 64, XD bit (an NX bit imple-
mentation), Intel VT-x, Turbo Boost, AES-NI, Smart
Cache, Intel Insider, vPro.

• S processors feature lower-than-normal TDP (65 W
on 4-core models).

• T processors feature an even lower TDP (45 W on
4-core models).

• K processors have unlocked turbo multiplier

• P processors disable the integrated graphics proces-
sor

• i5-3470, i5-3470S, i5-3475S, i5-3550, i5-3550S, i5
3570 and i5-3570T support Intel TXT, Intel VT-d
and vPro.

• i5-3330, i5-3330S, and i5-3350P support Intel VT-
d.

• Non-K processors will have limited turbo overclock-
ing.

• Transistors: 1.4 billion

• Die size: 133 mm² or 160 mm²

9.1.5 Haswell microarchitecture (4th gen-
eration)

“Haswell-DT” (dual-core, 22 nm)

• All models support: MMX, SSE, SSE2, SSE3, SSSE3,
SSE4.1, SSE4.2, AVX, AVX2, FMA3, Enhanced In-
tel SpeedStep Technology (EIST), Intel 64, XD bit
(an NX bit implementation), Intel VT-x, Intel VT-
d, Hyper-threading, Turbo Boost, AES-NI, Smart
Cache, Intel Insider, vPro.

• Transistors: 1.4 billion

• Die size: 177mm²

“Haswell-DT” (quad-core, 22 nm)

• All models support: MMX, SSE, SSE2, SSE3, SSSE3,
SSE4.1, SSE4.2, AVX, AVX2, FMA3, Enhanced In-
tel SpeedStep Technology (EIST), Intel 64, XD bit
(an NX bit implementation), Intel VT-x, Turbo Boost,
AES-NI, Smart Cache, Intel Insider.

• Intel Core i5-4430, Core i5-4430S, Core i5-4440,
Core i5-4570, Core i5-4570S, Core i5-4670, Core
i5-4670S, Core i5-4670T, Core i5-4690, Core i5-
4690S, Core i5-4690K support Intel VT-d.

• Intel Core i5-4570, Core i5-4570S, Core i5-4670,
Core i5-4670S, Core i5-4670T, Core i5-4590, Core
i5-4690 support vPro, Intel TSX, TXT.

• Intel Core i5-4690K supports Intel TSX unlike its
older counterpart, the i5-4670K.

• Transistors: 1.4 billion

• Die size: 185mm²

“Haswell-H” (MCP, quad-core, 97 nm)

• All models support: MMX, SSE, SSE2, SSE3, SSSE3,
SSE4.1, SSE4.2, AVX, AVX2, FMA3, Enhanced In-
tel SpeedStep Technology (EIST), Intel 64, XD bit
(an NX bit implementation), Intel VT-x, Intel VT-d,
Turbo Boost, AES-NI, Smart Cache, Intel Insider.

• Core i5-4570R and Core i5-4670R also contain
“Crystalwell": 128 MiB eDRAM built at (22 nm)
acting as L4 cache

• Transistors: 1.4 billion

• Die size: 264mm² + 84mm²

9.2 Mobile processors

9.2.1 Westmere microarchitecture (1st
generation)
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"Arrandale" (MCP, 32 nm)

• All models support: MMX, SSE, SSE2, SSE3, SSSE3,
SSE4.1, SSE4.2, Enhanced Intel SpeedStep Technol-
ogy (EIST), Intel 64, XD bit (an NX bit implementa-
tion), Intel VT-x,[9] Hyper-Threading, Turbo Boost,
Smart Cache.

• i5-5xx series (i5-520M, i5-520E, i5-540M,
i5-560M, i5-580M, i5-520UM, i5-540UM, i5-
560UM) supports AES-NI, TXT and Intel VT-d.
[10]

• FSB has been replaced with DMI.

• Contains 45 nm “Ironlake” GPU.

• Transistors: 382 million

• Die size: 81 mm²

• Graphics Transistors: 177 million

• Graphics and Integrated Memory Controller die
size: 114 mm²

• Stepping: C2, K0

• Core i5-520E has support for ECCmemory and PCI
express port bifurcation.

9.2.2 Sandy Bridge microarchitecture
(2nd generation)

“Sandy Bridge” (32 nm)

• All models support: MMX, SSE, SSE2, SSE3, SSSE3,
SSE4.1, SSE4.2, AVX, Enhanced Intel SpeedStep
Technology (EIST), Intel 64, XD bit (an NX bit im-
plementation), Intel VT-x, Hyper-threading, Turbo
Boost, AES-NI, Smart Cache.

• All models except Core i5-24xxM support TXT and
Intel VT-d.

• Core i5-2430M/i5-2435M and i5-2410M/i5-
2415M can support AES-NI with laptop OEM-
supplied BIOS processor configuration update.[11]

• Core i5-2515E has support for ECC memory.

• Transistors: 624 million

• Die size: 149 mm²

9.2.3 Ivy Bridge microarchitecture (3rd
generation)

“Ivy Bridge” (22 nm)

• All models support: MMX, SSE, SSE2, SSE3, SSSE3,
SSE4.1, SSE4.2, AVX, Enhanced Intel SpeedStep
Technology (EIST), Intel 64, XD bit (an NX bit imple-
mentation), Intel VT-x, Intel VT-d, Hyper-threading,
Turbo Boost, AES-NI, Smart Cache.

• i5-3320M, i5-3360M, i5-3427U, i5-3437U, i5-
3439Y, and i5-3610ME support TXT and vPro.

9.2.4 Haswell microarchitecture (4th gen-
eration)

“Haswell-MB” (dual-core, 22 nm)

• All models support: MMX, SSE, SSE2, SSE3, SSSE3,
SSE4.1, SSE4.2, AVX, AVX2, FMA3, Enhanced In-
tel SpeedStep Technology (EIST), Intel 64, XD bit
(an NX bit implementation), Intel VT-x, Hyper-
threading, Turbo Boost, AES-NI, Intel TSX-NI, Smart
Cache.

• Core i5-4300M and higher also support Intel VT-d,
Intel vPro, Intel TXT

• Transistors: 1.3 billion

• Die size: 181 mm²

“Haswell-ULT” (SiP, dual-core, 22 nm)

• All models support: MMX, SSE, SSE2, SSE3, SSSE3,
SSE4.1, SSE4.2, AVX, AVX2, FMA3, Enhanced In-
tel SpeedStep Technology (EIST), Intel 64, XD bit
(an NX bit implementation), Intel VT-x, Hyper-
threading, Turbo Boost, AES-NI, Smart Cache.

• All models i5-4250U and up support Intel VT-d

• Core i5-43x0U also supports Intel vPro, Intel TXT

• Transistors: 1.3 billion

• Die size: 181 mm²

“Haswell-ULX” (SiP, dual-core, 22 nm)

• All models support: MMX, SSE, SSE2, SSE3, SSSE3,
SSE4.1, SSE4.2, AVX, AVX2, FMA3, Enhanced In-
tel SpeedStep Technology (EIST), Intel 64, XD bit
(an NX bit implementation), Intel VT-x, Hyper-
threading, Turbo Boost, AES-NI, Smart Cache.

• Core i5-4300Y and higher also support Intel VT-d,
Intel TSX-NI, Intel vPro, Intel TXT

• Transistors: 1.3 billion

• Die size: 181 mm²
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“Haswell-H” (dual-core, 22 nm)

• All models support: MMX, SSE, SSE2, SSE3, SSSE3,
SSE4.1, SSE4.2, AVX, AVX2, FMA3, Enhanced In-
tel SpeedStep Technology (EIST), Intel 64, XD bit
(an NX bit implementation), Intel VT-x, Intel VT-
d, Hyper-threading, Turbo Boost (except i5-4402EC
and i5-4410E), AES-NI, Intel TSX-NI, Smart Cache.

• Transistors: 1.3 billion

• Die size: 181 mm²

• Embeddedmodels support Intel vPro, ECCmemory

9.2.5 Broadwell microarchitecture (5th
generation)

“Broadwell-U” (dual-core, 14 nm)

• All models support: MMX, SSE, SSE2, SSE3, SSSE3,
SSE4.1, SSE4.2, AVX, AVX2, FMA3, Enhanced In-
tel SpeedStep Technology (EIST), Intel 64, XD bit
(an NX bit implementation), Intel VT-x, Intel VT-
d, Hyper-threading, Turbo Boost, AES-NI, Smart
Cache, and configurable TDP (cTDP) down

• Core i5-5300U and higher also support Intel vPro,
Intel TXT, and Intel TSX-NI

• Transistors: 1.3-1.9 billion [12]

• Die size: 82-133 mm² [12]

9.3 See also

• Nehalem (microarchitecture)

• Westmere (microarchitecture)

• Sandy Bridge

• Ivy Bridge (microarchitecture)

• Haswell (microarchitecture)

• List of Intel Core i3 microprocessors

• List of Intel Core i7 microprocessors

9.4 Notes
[1] Turbo describes the available frequency bins (+133 MHz

for processors based on Nehalem microarchitecture) of
Intel Turbo Boost Technology that are available for 4, 3,
2, 1 active cores respectively (depending on the number
of CPU cores, included in the processor).

[2] Turbo describes the available frequency bins (+100 MHz
for processors based on Sandy Bridge, Ivy Bridge and
Haswell microarchitectures) of Intel Turbo Boost Tech-
nology that are available for 4, 3, 2, 1 active cores respec-
tively (depending on the number of CPU cores, included
in the processor).

9.5 References
[1] Core i5-655K, Core i5-661 does not support Intel TXT

and Intel VT-d

[2] Core i5-2300, Core i5-2310, Core i5-2320, Core i5-
2380P, Core i5-2405S, Core i5-2450P, Core i5-2500F
and Core i5-2550K do not support Intel TXT and Intel
VT-d

[3] Fully unlocked versus “limited” unlocked core

[4] Counting Transistors: Why 1.16B and 995M Are Both
Correct, by Anand Lal Shimpi on 14 September 2011,
www.anandtech.com

[5] http://www.anandtech.com/show/5876/
the-rest-of-the-ivy-bridge-die-sizes

[6] http://vr-zone.com/articles/
intel-s-broken-ivy-bridge-sku-s-last-to-arrive/15449.
html

[7] Specifications of Haswell Refresh CPUs

[8] Some details of Haswell Refresh CPUs

[9] http://ark.intel.com/Compare.aspx?ids=43544,43560

[10] http://ark.intel.com/ProductCollection.aspx?familyId=
43483

[11] “Intel® Core™ i5-2410M Processor”. Intel. Retrieved
2012-01-01.

[12] Cyril Kowaliski (2015-01-05). “Intel’s Broadwell-U ar-
rives aboard 15W, 28W mobile processors”. techre-
port.com. Retrieved 2015-01-12.

9.6 External links
• Intel Core i5 desktop processor product order code
table

• Intel Core i5 mobile processor product order code
table

• Search MDDS Database

• Intel ARK Database
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Chapter 10

Pentium Dual-Core

This article is about Pentium Dual-Core branded proces-
sors from 2006 to 2009. For current and other Pentium
processors, see Pentium.
Not to be confused with Pentium D.

ThePentiumDual-Core brand was used for mainstream
x86-architecture microprocessors from Intel from 2006
to 2009 when it was renamed to Pentium. The processors
are based on either the 32-bit Yonah or (with quite differ-
ent microarchitectures) 64-bitMerom-2M,Allendale, and
Wolfdale-3M core, targeted at mobile or desktop comput-
ers.
In terms of features, price and performance at a given
clock frequency, Pentium Dual-Core processors were po-
sitioned above Celeron but below Core and Core 2 micro-
processors in Intel’s product range. The Pentium Dual-
Core was also a very popular choice for overclocking, as
it can deliver high performance (when overclocked) at a
low price.

10.1 Processor cores

In 2006, Intel announced a plan[1] to return the Pentium
trademark from retirement to the market, as a moniker
of low-cost Core microarchitecture processors based on
the single-core Conroe-L but with 1 MiB of cache. The
identification numbers for those planned Pentiums were
similar to the numbers of the latter Pentium Dual-Core
microprocessors, but with the first digit “1”, instead of
“2”, suggesting their single-core functionality. A single-
core Conroe-L with 1 MiB cache was deemed as not
strong enough to distinguish the planned Pentiums from
the Celerons, so it was replaced by dual-core CPUs,
adding “Dual-Core” to the line’s name. Throughout 2009,
Intel changed the name back from Pentium Dual-Core to
Pentium in its publications. Some processors were sold
under both names, but the newer E5400 through E6800
desktop and SU4100/T4x00 mobile processors were not
officially part of the Pentium Dual-Core line.

Pentium Dual-Core E2160 Overclock

10.1.1 Yonah

Main article: Yonah (microprocessor)

The first processors using the brand appeared in note-
book computers in early 2007. Those processors, named
Pentium T2060, T2080, and T2130,[2] had the 32-bit
Pentium M-derived Yonah core, and closely resembled
the Core Duo T2050 processor with the exception of hav-
ing 1 MB of L2 cache instead of 2 MB. All three of
them had a 533 MHz FSB connecting the CPU with the
memory. Intel developed the Pentium Dual-Core at the
request of laptop manufacturers.[3]
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10.1.2 Allendale

Main article: Conroe (microprocessor) § Allendale
Subsequently, on June 3, 2007, Intel released the desk-

Intel Pentium E2180 @ 2.00GHz closeup

top Pentium Dual-Core branded processors[4] known as
the Pentium E2140 and E2160.[5] An E2180 model was
released later in September 2007. These processors sup-
port the Intel 64 extensions, being based on the newer, 64-
bit Allendale core with Core microarchitecture. These
closely resembled the Core 2 Duo E4300 processor with
the exception of having 1 MB of L2 cache instead of 2
MB.[2] Both of them had an 800 MHz FSB. They tar-
geted the budget market above the Intel Celeron (Conroe-
L single-core series) processors featuring only 512 KB of
L2 cache. Such a step marked a change in the Pentium
brand, relegating it to the budget segment rather than
its former position as the mainstream/premium brand.[6]
These CPUs are highly overclockable.[7]

10.1.3 Merom-2M

Main article: Merom (microprocessor) § Merom-2M

The mobile version of the Allendale processor, the
Merom-2M, was also introduced in 2007, featuring 1MB
of L2 cache but only 533 MT/s FSB with the T23xx pro-
cessors. The bus clock was subsequently raised to 667
MT/s with the T3xxx Pentium processors that are made
from the same dies.

10.1.4 Wolfdale-3M

Main article: Wolfdale (microprocessor) § Wolfdale-3M

The 45 nm E5200 model was released by Intel on Au-
gust 31, 2008, with a larger 2MB L2 cache over the 65
nm E21xx series and the 2.5 GHz clock speed. The
E5200 model is also a highly overclockable processor,
with some enthusiasts reaching over 6 GHz[8] clock speed

using liquid nitrogen cooling. Intel released the E6500K
model using this core. The model features an unlocked
multiplier, but is currently only sold in China.

10.1.5 Penryn-3M

Main article: Penryn (microprocessor) § Penryn-3M

The Penryn core is the successor to the Merom core and
Intel’s 45 nm version of their mobile series of Pentium
Dual-Core microprocessors. The FSB is increased from
667 MHz to 800 MHz and the voltage is lowered. In-
tel released the first Penryn based Pentium Dual-Core,
the T4200, in December 2008. Later, mobile Pentium
T4000, SU2000 and SU4000 processors based on Penryn
were marketed as Pentium.

10.2 Rebranding

See also: Pentium

The Pentium Dual-Core brand has been discontinued in
early 2010 and replaced by the Pentium name. The Desk-
top E6000 series and the OEM-only mobile Pentium
SU2000 and all later models were always called Pentium,
but the Desktop Pentium Dual-Core E2000 and E5000
series processors had to be rebranded.

10.3 Comparison to the Pentium D

Although using the Pentium name, the desktop Pentium
Dual-Core is based on the Core microarchitecture, which
can clearly be seen when comparing the specification to
the Pentium D, which is based on the NetBurst microar-
chitecture first introduced in the Pentium 4. Below the
2 or 4 MiB of shared-L2-cache-enabled Core 2 Duo, the
desktop Pentium Dual-Core has 1 or 2 MiB of shared
L2 Cache. In contrast, the Pentium D processors have
either 2 or 4 MiB of non-shared L2 cache. Addition-
ally, the fastest-clocked Pentium D has a factory bound-
ary of 3.73 GHz, while the fastest-clocked desktop Pen-
tium Dual-Core reaches 3.2 GHz. A major difference
among these processors is that the desktop Pentium Dual
Core processors have a TDP of only 65W while the Pen-
tium D ranges between 95 to 130W. Despite the reduced
clock speed, and lower amounts of cache, Pentium dual-
core outperfomed Pentium D by a fairly large margin.

10.4 See also
• Pentium

• List of Intel Pentium Dual-Core microprocessors
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• List of Intel Pentium microprocessors
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Chapter 11

Xeon

Not to be confused with the ATI Xenos, or Xenon.

The Xeon /ˈziːɒn/ is a brand of x86 microprocessors
designed and manufactured by Intel Corporation, tar-
geted at the non-consumer workstation, server, and
embedded system markets. Primary advantages of the
Xeon CPUs, when compared to the majority of Intel’s
desktop-grade consumer CPUs, are their multi-socket ca-
pabilities, higher core counts, and support for ECCmem-
ory.

11.1 Overview

TheXeon brand has been maintained over several genera-
tions of x86 and x86-64 processors. Older models added
the Xeon moniker to the end of the name of their corre-
sponding desktop processor, but more recent models used
the nameXeon on its own. TheXeonCPUs generally have
more cache than their desktop counterparts in addition to
multiprocessing capabilities.

11.2 P6-based Xeon

11.2.1 Pentium II Xeon

List: List of Intel Xeon microprocessors#"Drake” (250
nm)
The first Xeon-branded processor was the Pentium II
Xeon (code-named "Drake"). It was released in 1998,
replacing the Pentium Pro in Intel’s server lineup. The
Pentium II Xeon was a "Deschutes" Pentium II (and
shared the same product code: 80523) with a full-speed
512 kB, 1 MB, or 2 MB L2 cache. The L2 cache was
implemented with custom 512 kB SRAMs developed by
Intel. The number of SRAMs depended on the amount
of cache. A 512 kB configuration required one SRAM, a
1 MB configuration: two SRAMs, and a 2 MB configura-
tion: four SRAMs on both sides of the PCB. Each SRAM
was a 12.90 mm by 17.23 mm (222.21 mm²) die fabri-
cated in a 0.35 µm four-layer metal CMOS process and
packaged in a cavity-down wire-bonded land grid array
(LGA).[1] The additional cache required a larger module

A 450 MHz Pentium II Xeon with a 512 kB L2 cache. The car-
tridge cover has been removed.

and thus the Pentium II Xeon used a larger slot, Slot 2. It
was supported by the 440GX dual-processor workstation
chipset and the 450NX quad- or octo-processor chipset.

11.2.2 Pentium III Xeon

List: List of Intel Xeon microprocessors#"Tanner” (250
nm)

In 1999, the Pentium II Xeon was replaced by the
Pentium III Xeon. Reflecting the incremental changes
from the Pentium II "Deschutes" core to the Pentium
III "Katmai" core, the first Pentium III Xeon, named
"Tanner", was just like its predecessor except for the ad-
dition of Streaming SIMD Extensions (SSE) and a few
cache controller improvements. The product codes for
Tanner mirrored that of Katmai; 80525.
List: List of Intel Xeon microprocessors#"Cascades”
(180 nm)

The second version, named "Cascades", was based on
the Pentium III "Coppermine" core. The "Cascades"
Xeon used a 133 MHz bus and relatively small 256 kB
on-die L2 cache resulting in almost the same capabilities
as the Slot 1 Coppermine processors, which were capable
of dual-processor operation but not quad-processor oper-
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ation.
To improve this situation, Intel released another version,
officially also named "Cascades", but often referred to
as "Cascades 2 MB". That came in two variants: with
1 MB or 2 MB of L2 cache. Its bus speed was fixed at
100 MHz, though in practice the cache was able to offset
this. The product code for Cascades mirrored that of
Coppermine; 80526.

11.3 Netburst-based Xeon

11.3.1 Xeon (DP) & Xeon MP (32-bit)

Foster

List: List of Intel Xeon microprocessors#"Foster” (180
nm)
List: List of Intel Xeon microprocessors#"Foster MP”
(180 nm)

In mid-2001, the Xeon brand was introduced (“Pen-
tium” was dropped from the name). The initial variant
that used the new NetBurst microarchitecture, "Foster",
was slightly different from the desktop Pentium 4
("Willamette"). It was a decent chip for workstations, but
for server applications it was almost always outperformed
by the older Cascades cores with a 2 MB L2 cache and
AMD’s Athlon MP. Combined with the need to use ex-
pensive Rambus Dynamic RAM, the Foster’s sales were
somewhat unimpressive.
At most two Foster processors could be accommodated
in a symmetric multiprocessing (SMP) system built with
a mainstream chipset, so a second version (Foster MP)
was introduced with a 1 MB L3 cache and the Jackson
Hyper-Threading capacity. This improved performance
slightly, but not enough to lift it out of third place. It
was also pricedmuch higher than the dual-processor (DP)
versions. The Foster shared the 80528 product code with
Willamette.

Prestonia

List: List of Intel Xeon microprocessors#"Prestonia”
(130 nm)

In 2002 Intel released a 130 nm version of Xeon branded
CPU, codenamed "Prestonia". It supported Intel’s new
Hyper-Threading technology and had a 512 kB L2 cache.
This was based on the "Northwood" Pentium 4 core. A
new server chipset, E7500 (which allowed the use of
dual-channel DDR SDRAM), was released to support
this processor in servers, and soon the bus speed was
boosted to 533 MT/s (accompanied by new chipsets: the
E7501 for servers and the E7505 for workstations). The

Prestonia performedmuch better than its predecessor and
noticeably better than Athlon MP. The support of new
features in the E75xx series also gave it a key advantage
over the Pentium III Xeon and AthlonMP branded CPUs
(both stuck with rather old chipsets), and it quickly be-
came the top-selling server/workstation processor.

11.3.2 “Gallatin”

List: List of Intel Xeon microprocessors#"Gallatin” (130
nm)
List: List of Intel Xeon microprocessors#"Gallatin” MP
(130 nm)

Subsequent to the Prestonia was the "Gallatin", which
had an L3 cache of 1 MB or 2 MB. Its Xeon MP ver-
sion also performed much better than the Foster MP, and
was popular in servers. Later experience with the 130
nm process allowed Intel to create the Xeon MP branded
Gallatin with 4 MB cache. The Xeon branded Prestonia
and Gallatin were designated 80532, like Northwood.

11.3.3 Xeon (DP) & Xeon MP (64-bit)

Nocona and Irwindale

Main article: Pentium 4 § Prescott
List: List of Intel Xeon microprocessors#"Nocona” (90
nm)
List: List of Intel Xeon microprocessors#"Irwindale”
(90 nm)

Due to a lack of success with Intel’s Itanium and Itanium
2 processors, AMD was able to introduce x86-64, a 64-
bit extension to the x86 architecture. Intel followed suit
by including Intel 64 (formerly EM64T; it is almost iden-
tical to AMD64) in the 90 nm version of the Pentium
4 ("Prescott"), and a Xeon version codenamed "Nocona"
with 1 MB L2 cache was released in 2004. Released with
it were the E7525 (workstation), E7520 and E7320 (both
server) chipsets, which added support for PCI Express,
DDR-II and Serial ATA. The Xeon was noticeably slower
than AMD’s Opteron, although it could be faster in situ-
ations where Hyper-Threading came into play.
A slightly updated core called "Irwindale" was released
in early 2005, with 2 MB L2 cache and the ability to have
its clock speed reduced during low processor demand.
Although it was a bit more competitive than the Nocona
had been, independent tests showed that AMD’s Opteron
still outperformed Irwindale. Both of these Prescott-
derived Xeons have the product code 80546.
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Cranford and Potomac

Main article: Pentium 4 § Prescott
List: List of Intel Xeon microprocessors#"Cranford” (90
nm)
List: List of Intel Xeon microprocessors#"Potomac” (90
nm)

64-bit Xeon MPs were introduced in April 2005. The
cheaper "Cranford" was anMP version ofNocona, while
the more expensive "Potomac" was a Cranford with 8
MB of L3 cache. Like Nocona and Irwindale, they also
have product code 80546.

11.3.4 Dual-Core Xeon

“Paxville DP”

List: List of Intel Xeon microprocessors#"Paxville DP”
(90 nm)

The first dual-core CPU branded Xeon, codenamed
Paxville DP, product code 80551, was released by In-
tel on 10 October 2005. Paxville DP had NetBurst
microarchitecture, and was a dual-core equivalent of
the single-core Irwindale (related to the Pentium D
branded "Smithfield”") with 4 MB of L2 Cache (2
MB per core). The only Paxville DP model re-
leased ran at 2.8 GHz, featured an 800 MT/s front
side bus, and was produced using a 90 nm process.
<sup class="noprint Inline-Template “noprint Inline-
Template"" style="white-space:nowrap;">[check quota-
tion syntax]

7000-series “Paxville MP”

List: List of Intel Xeon microprocessors#"Paxville MP”
(90 nm)

An MP-capable version of Paxville DP, codenamed
Paxville MP, product code 80560, was released on 1
November 2005. There are two versions: one with 2 MB
of L2 Cache (1 MB per core), and one with 4 MB of
L2 (2 MB per core). Paxville MP, called the dual-core
Xeon 7000-series, was produced using a 90 nm process.
PaxvilleMP clock ranges between 2.67GHz and 3.0GHz
(model numbers 7020–7041), with some models having
a 667 MT/s FSB, and others having an 800 MT/s FSB.

7100-series “Tulsa”

List: List of Intel Xeonmicroprocessors#"Tulsa” (65 nm)

Released on 29 August 2006,[2] the 7100 series, code-
named Tulsa (product code 80550), is an improved ver-

sion of Paxville MP, built on a 65 nm process, with 2
MB of L2 cache (1 MB per core) and up to 16 MB of
L3 cache. It uses Socket 604 . Tulsa was released in two
lines: the N-line uses a 667 MT/s FSB, and the M-line
uses an 800 MT/s FSB. The N-line ranges from 2.5 GHz
to 3.5 GHz (model numbers 7110N-7150N), and the M-
line ranges from 2.6 GHz to 3.4 GHz (model numbers
7110M-7140M). L3 cache ranges from 4 MB to 16 MB
across the models.[3]

5000-series “Dempsey”

List: List of Intel Xeon microprocessors#"Dempsey”
(65 nm)

On 23 May 2006, Intel released the dual-core CPU
(Xeon branded 5000 series) codenamedDempsey (prod-
uct code 80555). Released as the Dual-Core Xeon 5000-
series, Dempsey is a NetBurst microarchitecture proces-
sor produced using a 65 nm process, and is virtually iden-
tical to Intel’s "Presler" Pentium Extreme Edition, except
for the addition of SMP support, which lets Dempsey
operate in dual-processor systems. Dempsey ranges be-
tween 2.50 GHz and 3.73 GHz (model numbers 5020–
5080). Some models have a 667 MT/s FSB, and oth-
ers have a 1066 MT/s FSB. Dempsey has 4 MB of L2
Cache (2 MB per core). A Medium Voltage model, at
3.2 GHz and 1066 MT/s FSB (model number 5063), has
also been released. Dempsey also introduces a new in-
terface for Xeon processors: LGA 771, also known as
Socket J. Dempsey was the first Xeon core in a long time
to be somewhat competitive with its Opteron-based coun-
terparts, although it could not claim a decisive lead in any
performance metric – that would have to wait for its suc-
cessor, the Woodcrest.

11.4 Pentium M (Yonah) based
Xeon

11.4.1 LV (ULV), “Sossaman”

List: List of Intel Xeon microprocessors#"Sossaman”
(65 nm)

On 14 March 2006, Intel released a dual-core processor
codenamed Sossaman and branded as Xeon LV (low-
voltage). Subsequently an ULV (ultra-low-voltage) ver-
sion was released. The Sossaman was a low-/ultra-low-
power and double-processor capable CPU (like AMD
Quad FX), based on the "Yonah" processor, for ultra-
dense non-consumer environment (i.e. targeted at the
blade-server and embedded markets), and was rated at
a thermal design power (TDP) of 31 W (LV: 1.66 GHz,
2 GHz and 2.16 GHz) and 15 W (ULV: 1.66 GHz).[4]
As such, it supported most of the same features as earlier
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Xeons: Virtualization Technology, 667 MT/s front side
bus, and dual-core processing, but did not support 64-
bit operations, so it could not run 64-bit server software,
such as Microsoft Exchange Server 2007, and therefore
was limited to 16 GB of memory. A planned successor,
codenamed "Merom MP" was to be a drop-in upgrade to
enable Sossaman-based servers to upgrade to 64-bit ca-
pability. However, this was abandoned in favour of low-
voltage versions of the Woodcrest LV processor leaving
the Sossaman at a dead-end with no upgrade path.

11.5 Core-based Xeon

11.5.1 Dual-Core

3000-series “Conroe”

Main article: Conroe (microprocessor)
List: List of Intel Xeon microprocessors#"Conroe” (65
nm)

The 3000 series, codenamed Conroe (product code
80557) dual-core Xeon (branded) CPU,[5] released at the
end of September 2006, was the first Xeon for single-
CPU operation. The same processor is branded as Core 2
Duo or as Pentium Dual-Core and Celeron, with varying
features disabled. They use LGA 775 (Socket T), oper-
ate on a 1066MHz front-side bus, support Enhanced Intel
Speedstep Technology and Intel Virtualization Technol-
ogy but do not support Hyper-Threading. Conroe Pro-
cessors with a number ending in “5” have a 1333 MT/s
FSB.[6]

• Models marked with a star are not present in Intel’s
database[7]

3100-series “Wolfdale”

Main article: Wolfdale (microprocessor)
List: List of Intel Xeon microprocessors#"Wolfdale” (45
nm)
List: List of Intel Xeon microprocessors#"Wolfdale-CL”
(45 nm)

The 3100 series, codenamed Wolfdale (product code
80570) dual-core Xeon (branded) CPU, was just a re-
branded version of the Intel’s mainstream Core 2 Duo
E7000/E8000 and Pentium Dual-Core E5000 proces-
sors, featuring the same 45 nm process and 6 MB of
L2 cache. Unlike most Xeon processors, they only sup-
port single-CPU operation. They use LGA 775 (Socket
T), operate on a 1333 MHz front-side bus, support En-
hanced Intel Speedstep Technology and Intel Virtualiza-
tion Technology but do not support Hyper-Threading.

5100-series “Woodcrest”

List: List of Intel Xeon microprocessors#"Woodcrest”
(65 nm)

On 26 June 2006, Intel released the dual-core CPU (Xeon
branded 5100 series) codenamed Woodcrest (product
code 80556); it was the first Intel Core microarchitec-
ture processor to be launched on the market. It is a server
and workstation version of the Intel Core 2 processor. In-
tel claims that it provides an 80% boost in performance,
while reducing power consumption by 20% relative to the
Pentium D.
Most models have a 1333 MT/s FSB, except for the 5110
and 5120, which have a 1066 MT/s FSB. The fastest pro-
cessor (5160) operates at 3.0 GHz. All Woodcrests use
LGA 771 and all except twomodels have a TDP of 65W.
The 5160 has a TDP of 80Wand the 5148LV (2.33GHz)
has a TDP of 40W. The previous generation Xeons had a
TDP of 130 W. All models support Intel 64 (Intel’s x86-
64 implementation), the XD bit, and Virtualization Tech-
nology, with the "Demand Based Switching" power man-
agement option only on Dual-Core Xeon 5140 or above.
Woodcrest has 4 MB of shared L2 Cache.

5200-series “Wolfdale-DP”

List: List of Intel Xeon microprocessors#"Wolfdale-DP”
(45 nm)

On 11 November 2007, Intel released the dual-core CPU
(Xeon branded 5200 series) codenamed Wolfdale-DP
(product code 80573).[8] It is built on a 45 nm process like
the desktop Core 2 Duo and Xeon-SP Wolfdale, featur-
ing Intel 64 (Intel’s x86-64 implementation), the XD bit,
and Virtualization Technology. It is unclear whether the
“Demand Based Switching” power management is avail-
able on the L5238.[9] Wolfdale has 6 MB of shared L2
Cache.

7200-series “Tigerton”

Main section: #Tigerton
List: List of Intel Xeon microprocessors#"Tigerton-DC”
(65 nm)

The 7200 series, codenamed Tigerton (product code
80564) is an MP-capable processor, similar to the 7300
series, but, in contrast, only one core is active on each
silicon chip, and the other one is turned off (blocked),
resulting as a dual-core capable processor.

11.5.2 Quad-Core and Multi-Core Xeon
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3200-series “Kentsfield”

Main article: Kentsfield (microprocessor)
List: List of Intel Xeon microprocessors#"Kentsfield”
(65 nm)

Intel released relabeled versions of its quad-core (2×2)
Core 2 Quad processor as the Xeon 3200-series (product
code 80562) on 7 January 2007.[10] The 2 × 2 “quad-
core” (dual-die dual-core[11]) comprised two separate
dual-core die next to each other in one CPU package.
The models are the X3210, X3220 and X3230, running
at 2.13 GHz, 2.4 GHz and 2.66 GHz, respectively.[12]
Like the 3000-series, these models only support single-
CPU operation and operate on a 1066 MHz front-side
bus. It is targeted at the “blade” market. The X3220 is
also branded and sold as Core2 Quad Q6600, the X3230
as Q6700.

3300-series “Yorkfield”

Main article: Yorkfield (microprocessor)
List: List of Intel Xeon microprocessors#"Yorkfield”
(45 nm)
List: List of Intel Xeon microprocessors#"Yorkfield-CL”
(45 nm)

Intel released relabeled versions of its quad-core Core
2 Quad Yorkfield Q9400 and Q9x50 processors as the
Xeon 3300-series (product code 80569). This processor
comprises two separate dual-core dies next to each other
in one CPU package and manufactured in a 45 nm pro-
cess. The models are the X3320, X3350, X3360, X3370
and X3380, running at 2.50 GHz, 2.66 GHz, 2.83 GHz,
3.0 GHz, and 3.16 GHz, respectively. The L2 cache is a
unified 6MB per die (except for the X3320 with a smaller
3 MB L2 cache per die), and a front-side bus of 1333
MHz. All models feature Intel 64 (Intel’s x86-64 imple-
mentation), the XD bit, and Virtualization Technology,
as well as “Demand Based Switching”.
The Yorkfield-CL (product code 80584) variant of these
processors are X3323, X3353 and X3363. They have a
reduced TDP of 80W and are made for single-CPU LGA
771 systems instead of LGA 775, which is used in all
other Yorkfield processors. In all other respects, they are
identical to their Yorkfield counterparts.

5300-series “Clovertown”

List: List of Intel Xeon microprocessors#"Clovertown”
(65 nm)

A quad-core (2×2) successor of the Woodcrest for DP
segment, consisting of two dual-core Woodcrest chips
in one package similarly to the dual-core Pentium D

branded CPUs (two single-core chips) or the quad-core
Kentsfield. All Clovertowns use the LGA 771 package.
The Clovertown has been usually implemented with two
Woodcrest dies on a multi-chip module, with 8MB of L2
cache (4 MB per die). Like Woodcrest, lower models use
a 1066 MT/s FSB, and higher models use a 1333 MT/s
FSB. Intel released Clovertown, product code 80563,
on 14 November 2006[13] with models E5310, E5320,
E5335, E5345, andX5355, ranging from 1.6GHz to 2.66
GHz. All models support: MMX, SSE, SSE2, SSE3,
SSSE3, Intel 64, XD bit (an NX bit implementation), In-
tel VT. The E and X designations are borrowed from In-
tel’s Core 2 model numbering scheme; an ending of −0
implies a 1066 MT/s FSB, and an ending of −5 implies a
1333MT/s FSB.[12] All models have a TDP of 80Wwith
the exception of the X5355, which has a TDP of 120 W.
A low-voltage version of Clovertown with a TDP of 50
W has a model numbers L5310, L5320 and L5335 (1.6
GHz, 1.86 GHz and 2.0 GHz respectively). The 3.0 GHz
X5365 arrived in July 2007, and became available in the
AppleMac Pro on 4April 2007.[14] TheX5365 performs
up to around 38 GFLOPS in the LINPACK benchmark.

5400-series “Harpertown”

List: List of Intel Xeon microprocessors#"Harpertown”
(45 nm)

On 11 November 2007 Intel presented Yorkfield-based
Xeons – called Harpertown (product code 80574) – to
the public. This family consists of dual die quad-core
CPUs manufactured on a 45 nm process and featuring
1066 MHz, 1333 MHz, 1600 MHz front-side buses, with
TDP rated from 40W to 150W depending on the model.
These processors fit in the LGA 771 package. All mod-
els feature Intel 64 (Intel’s x86-64 implementation), the
XD bit, and Virtualization Technology. All except the
E5405 and L5408 also feature Demand Based Switch-
ing.[15][16] The supplementary character in front of the
model-number represents the thermal rating: an L depicts
a TDP of 40W or 50W, an E depicts 80Wwhereas an X
is 120 W TDP or above. The speed of 3.00 GHz comes
as four models, two models with 80 W TDP two other
models with 120 W TDP with 1333 MHz or 1600 MHz
front-side bus respectively. The fastest Harpertown is the
X5492 whose TDP of 150 W is higher than those of the
Prescott-based Xeon DP but having twice as many cores.
(The X5482 is also sold under the name “Core 2 Extreme
QX9775” for use in the Intel SkullTrail system.)
Intel 1600 MHz front-side bus Xeon processors will drop
into the Intel 5400 (Seaburg) chipset whereas several
mainboards featuring the Intel 5000/5200-chipset are en-
abled to run the processors with a 1333 MHz front-side
bus speed. Seaburg features support for dual PCIe 2.0
x16 slots and up to 128 GB of memory.[17][18]

https://en.wikipedia.org/wiki/Kentsfield_(microprocessor)
https://en.wikipedia.org/wiki/List_of_Intel_Xeon_microprocessors#%2522Kentsfield%2522_(65_nm)
https://en.wikipedia.org/wiki/List_of_Intel_Xeon_microprocessors#%2522Kentsfield%2522_(65_nm)
https://en.wikipedia.org/wiki/List_of_Intel_Core_2_microprocessors#.22Kentsfield.22_.2865_nm.29
https://en.wikipedia.org/wiki/Yorkfield_(microprocessor)
https://en.wikipedia.org/wiki/List_of_Intel_Xeon_microprocessors#%2522Yorkfield%2522_(45_nm)
https://en.wikipedia.org/wiki/List_of_Intel_Xeon_microprocessors#%2522Yorkfield%2522_(45_nm)
https://en.wikipedia.org/wiki/List_of_Intel_Xeon_microprocessors#%2522Yorkfield-CL%2522_(45_nm)
https://en.wikipedia.org/wiki/List_of_Intel_Xeon_microprocessors#%2522Yorkfield-CL%2522_(45_nm)
https://en.wikipedia.org/wiki/List_of_Intel_Core_2_microprocessors#.22Yorkfield.22_.2845_nm.29
https://en.wikipedia.org/wiki/List_of_Intel_Core_2_microprocessors#.22Yorkfield.22_.2845_nm.29
https://en.wikipedia.org/wiki/45_nanometer
https://en.wikipedia.org/wiki/45_nanometer
https://en.wikipedia.org/wiki/NX_bit
https://en.wikipedia.org/wiki/X86_virtualization
https://en.wikipedia.org/wiki/Yorkfield_(microprocessor)#Yorkfield_CL
https://en.wikipedia.org/wiki/LGA_771
https://en.wikipedia.org/wiki/LGA_771
https://en.wikipedia.org/wiki/LGA_775
https://en.wikipedia.org/wiki/List_of_Intel_Xeon_microprocessors#%2522Clovertown%2522_(65_nm)
https://en.wikipedia.org/wiki/List_of_Intel_Xeon_microprocessors#%2522Clovertown%2522_(65_nm)
https://en.wikipedia.org/wiki/Kentsfield_(microprocessor)
https://en.wikipedia.org/wiki/LGA_771
https://en.wikipedia.org/wiki/Multi-Chip_Module
https://en.wikipedia.org/wiki/Apple_Inc.
https://en.wikipedia.org/wiki/Mac_Pro
https://en.wikipedia.org/wiki/GFLOPS
https://en.wikipedia.org/wiki/List_of_Intel_Xeon_microprocessors#%2522Harpertown%2522_(45_nm)
https://en.wikipedia.org/wiki/List_of_Intel_Xeon_microprocessors#%2522Harpertown%2522_(45_nm)
https://en.wikipedia.org/wiki/Yorkfield_(microprocessor)
https://en.wikipedia.org/wiki/45_nanometer
https://en.wikipedia.org/wiki/LGA_771
https://en.wikipedia.org/wiki/NX_bit
https://en.wikipedia.org/wiki/X86_virtualization
https://en.wikipedia.org/wiki/Demand_Based_Switching
https://en.wikipedia.org/wiki/Demand_Based_Switching
https://en.wikipedia.org/wiki/Intel_SkullTrail


50 CHAPTER 11. XEON

7300-series “Tigerton”

List: List of Intel Xeon microprocessors#"Tigerton” (65
nm)

The 7300 series, codenamed Tigerton (product code
80565) is a four-socket (packaged in Socket 604) and
more capable quad-core processor, consisting of two dual
core Core2 architecture silicon chips on a single ceramic
module, similar to Intel’s Xeon 5300 series Clovertown
processor modules.[19]

The 7300 series uses Intel’s Caneland (Clarksboro) plat-
form.
Intel claims the 7300 series Xeons offer more than twice
the performance per watt as Intel’s previous generation
7100 series. The 7300 series’ Caneland chipset provides
a point to point interface allowing the full front side bus
bandwidth per processor.
The 7xxx series is aimed at the large server market, sup-
porting configurations of up to 32 CPUs per host.

7400-series “Dunnington”

List: List of Intel Xeon microprocessors#"Dunnington”
(45 nm)

Dunnington[20] – the last CPU of the Penryn generation
and Intel’s first multi-core (above two) die – features a
single-die six- (or hexa-) core design with three unified 3
MBL2 caches (resembling threemerged 45 nm dual-core
Wolfdale dies), and 96 kB L1 cache (Data) and 16MB of
L3 cache. It features 1066 MHz FSB, fits into the Tiger-
ton’s mPGA604 socket, and is compatible with the both
the Intel Caneland, and IBM X4 chipsets. These proces-
sors support DDR2-1066 (533 MHz), and have a maxi-
mum TDP below 130 W. They are intended for blades
and other stacked computer systems. Availability was
scheduled for the second half of 2008. It was followed
shortly by the Nehalem microarchitecture. Total transis-
tor count is 1.9 billion.[21]

Announced on 15 September 2008.[22]

11.6 Nehalem-based Xeon

11.6.1 3400-series “Lynnfield”

Main article: Lynnfield (microprocessor)
List: List of Intel Xeon microprocessors#"Lynnfield”
(45 nm)

Xeon 3400-series processors based on Lynnfield fill the
gap between the previous 3300-series “Yorkfield” pro-
cessors and the newer 3500-series “Bloomfield”. Like

Bloomfield, they are quad-core single-package processors
based on the Nehalem microarchitecture, but were in-
troduced almost a year later, in September 2009. The
same processors are marketed for mid-range to high-end
desktops systems as Core i5 and Core i7. They have two
integrated memory channels as well as PCI Express and
Direct Media Interface (DMI) links, but no QuickPath
Interconnect (QPI) interface.

11.6.2 3400-series “Clarkdale”

Main article: Clarkdale (microprocessor)
List: List of Intel Xeon microprocessors#"Clarkdale”
(MCP, 32 nm)

At low end of the 3400-series is not a Lynnfield but a
Clarkdale processor, which is also used in the Core i3-
500 and Core i5-600 processors as well as the Celeron
G1000 and G6000 Pentium series. A single model was
released in March 2010, the Xeon L3406. Compared to
all other Clarkdale-based products, this one does not sup-
port integrated graphics, but has a much lower thermal
design power of just 30 W. Compared to the Lynnfield-
based Xeon 3400 models, it only offers two cores.

11.6.3 3500-series “Bloomfield”

Main article: Bloomfield (microprocessor)
List: List of Intel Xeon microprocessors#"Bloomfield”
(45 nm)

Bloomfield is the codename for the successor to the Xeon
Core microarchitecture, is based on the Nehalem mi-
croarchitecture and uses the same 45 nm manufacturing
methods as Intel’s Penryn. The first processor released
with the Nehalem architecture is the desktop Intel Core
i7, which was released in November 2008. This is the
server version for single CPU systems. This is a single-
socket Intel Xeon processor. The performance improve-
ments over previous Xeon processors are based mainly
on:

• Integrated memory controller supporting three
memory channels of DDR3 UDIMM (Unbuffered)
or RDIMM (Registered)

• A new point-to-point processor interconnect
QuickPath, replacing the legacy front side bus

• Simultaneous multithreading by multiple cores and
hyper-threading (2× per core).
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11.6.4 <span id="5500-series
“Gainestown"">5500-series
“Gainestown”

List: List of Intel Xeon microprocessors#"Gainestown”
(45 nm)

Gainestown or Nehalem-EP, the successor to the Xeon
Core microarchitecture, is based on the Nehalem mi-
croarchitecture and uses the same 45 nm manufacturing
methods as Intel’s Penryn. The first processor released
with the Nehalem microarchitecture is the desktop Intel
Core i7, which was released in November 2008. Server
processors of the Xeon 55xx range were first supplied to
testers in December 2008.[23]

The performance improvements over previous Xeon pro-
cessors are based mainly on:

• Integrated memory controller supporting three
memory channels of DDR3 SDRAM.

• A new point-to-point processor interconnect
QuickPath, replacing the legacy front side bus.
Gainestown has two QuickPath interfaces.

• Hyper-threading (2× per core, starting from 5518),
that was already present in pre-CoreDuo processors.

11.6.5 <span id="C3500/C5500-Series
“Jasper Forest"">C3500/C5500-
series “Jasper Forest”

List: List of Intel Xeon microprocessors#"Jasper Forest”
(45 nm)

Jasper Forest is a Nehalem-based embedded processor
with PCI Express connections on-die, core counts from 1
to 4 cores and power envelopes from 23 to 85 watts.[24]

The uni-processor version without QPI comes as LC35xx
and EC35xx, while the dual-processor version is sold as
LC55xx and EC55xx and uses QPI for communication
between the processors. Both versions use a DMI link to
communicate with the 3420 that is also used in the 3400-
series Lynfield Xeon processors, but use an LGA 1366
package that is otherwise used for processors with QPI
but no DMI or PCI Express links. The CPUID code of
both Lynnfield and Jasper forest is 106Ex, i.e. family 6,
model 30.
The Celeron P1053 belongs into the same family as the
LC35xx series, but lacks some RAS features that are
present in the Xeon version.

11.6.6 3600/5600-series “Gulftown” &
“Westmere-EP”

Main article: Gulftown (microprocessor)
List: List of Intel Xeon microprocessors#"Gulftown” (32
nm), List of Intel Xeon microprocessors#"Westmere-
EP” (32 nm)

Gulftown orWestmere-EP, a six-core 32 nmWestmere-
based processor, is the basis for the Xeon 36xx and 56xx
series and the Core i7−980X. It launched in the first
quarter of 2010. The 36xx-series follows the 35xx-series
Bloomfield uni-processor model while the 56xx-series
follows the 55xx-series Gainestown dual-processormodel
and both are socket compatible to their predecessors.

11.6.7 6500/7500-series “Beckton”

List: List of Intel Xeon microprocessors#"Beckton” (45
nm)

Beckton or Nehalem-EX (EXpandable server market) is
a Nehalem-based processor with up to eight cores and
uses buffering inside the chipset to support up to 16 stan-
dard DDR3 DIMMS per CPU socket without requiring
the use of FB-DIMMS.[25] Unlike all previous Xeon MP
processors, Nehalem-EX uses the new LGA 1567 pack-
age, replacing the Socket 604 used in the previous mod-
els, up to Xeon 7400 “Dunnington”. The 75xx models
have four QuickPath interfaces, so it can be used in up-
to eight-socket configurations, while the 65xx models are
only for up to two sockets. Designed by the Digital En-
terprise Group (DEG) Santa Clara and Hudson Design
Teams, Beckton is manufactured on the P1266 (45 nm)
technology. Its launch in March 2010 coincided with that
of its direct competitor, AMD’s Opteron 6xxx “Magny-
Cours”.[26]

Most models limit the number of cores and QPI links as
well as the L3 Cache size in order to get a broader range
of products out of the single chip design.

11.6.8 E7-x8xx-series “Westmere-EX”

List: List of Intel Xeon microprocessors#"Westmere-
EX” (32 nm) Expandable

Westmere-EX is the follow-on to Beckton/Nehalem-
EX and the first Intel Chip to have ten CPU cores.
The microarchitecture is the same as in the six-core
Gulftown/Westmere-EP processor, but it uses the LGA
1567 package like Beckton to support up to eight sock-
ets.
Starting with Westmere-EX, the naming scheme has
changed once again, with “E7-xxxx” now signifying the
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high-end line of Xeon processors using a package that
supports larger than two-CPU configurations, formerly
the 7xxx series. Similarly, the 3xxx uniprocessor and
5xxx dual-processor series turned into E3-xxxx and E5-
xxxx, respectively, for later processors.

11.7 Sandy Bridge– and Ivy
Bridge–based Xeon

11.7.1 E3-12xx-series “Sandy Bridge”

Main article: Sandy Bridge
List: List of Intel Xeon microprocessors#"Sandy Bridge”
(32 nm)

The Xeon E3-12xx line of processors, introduced in
April 2011, uses the Sandy Bridge chips that are also
the base for the Core i3/i5/i7-2xxx and Celeron/Pentium
Gxxx products using the same LGA 1155 socket, but
with a different set of features disabled. Notably, the
Xeon variants include support for ECC memory, VT-d
and trusted execution that are not present on the con-
sumer models, while only some Xeon E3 enable the in-
tegrated GPU that is present on Sandy Bridge. Like its
Xeon 3400-series predecessors, the Xeon E3 only sup-
ports operation with a single CPU socket and is targeted
at entry-level workstations and servers. The CPUID of
this processor is 0206A7h, the product code is 80623.

11.7.2 E3-12xx v2-series “Ivy Bridge”

Main article: Ivy Bridge (microarchitecture)

Xeon E3-12xx v2 is a minor update of the Sandy Bridge
based E3-12xx, using the 22 nm shrink, and providing
slightly better performance while remaining backwards
compatible. They were released in May 2012 and mirror
the desktop Core i3/i5/i7-3xxx parts.

11.7.3 E5-14xx/24xx series “Sandy
Bridge-EN” and E5-
16xx/26xx/46xx-series “Sandy
Bridge-EP”

Main article: Sandy Bridge-E
List: List of Intel Xeon microprocessors#"Sandy Bridge-
E” (32 nm)
List: List of Intel Xeon microprocessors#"Sandy Bridge-
EN” (32 nm) Entry
List: List of Intel Xeon microprocessors#"Sandy Bridge-
EP” (32 nm) Efficient Performance

The Xeon E5-16xx processors follow the previous Xeon
3500/3600-series products as the high-end single-socket
platform, using the LGA 2011 package introduced with
this processor. They share the Sandy Bridge-E platform
with the single-socket Core i7-38xx and i7-39xx proces-
sors. The CPU chips have no integrated GPU but eight
CPU cores, some of which are disabled in the entry-level
products. The Xeon E5-26xx line has the same features
but also enables multi-socket operation like the earlier
Xeon 5000-series and Xeon 7000-series processors.

11.7.4 E5-14xx v2/24xx v2 series “Ivy
Bridge-EN” and E5-16xx v2/26xx
v2/46xx v2 series “Ivy Bridge-EP”

Main article: Ivy Bridge-EN/EP
List: List of Intel Xeon microprocessors#Xeon E5-1xxx
v2 (uniprocessor)
List: List of Intel Xeon microprocessors#Xeon E5-2xxx
v2 (dual-processor)
List: List of Intel Xeon microprocessors#Xeon E5-4xxx
v2 (quad-processor)

The Xeon E5 v2 line was an update, released in Septem-
ber 2013 to replace the original Xeon E5 processors with
a variant based on the Ivy Bridge shrink. The maximum
number of CPU cores was raised to 12 per processor
module and the total L3 cachewas upped to 30MB.[27][28]
The consumer version of the Xeon E5-16xx v2 processor
is the Core i7-48xx and 49xx.

11.7.5 E7-28xx v2/48xx v2/88xx v2 series
“Ivy Bridge-EX”

Main article: Ivy Bridge-EX
List: List of Intel Xeon microprocessors#Xeon E7-28xx
v2 (dual-processor)
List: List of Intel Xeon microprocessors#Xeon E7-48xx
v2 (quad-processor)
List: List of Intel Xeon microprocessors#Xeon E7-88xx
v2 (octa-processor)

TheXeon E7 v2 line was an update, released in February
2014 to replace the original Xeon E7 processors with a
variant based on the Ivy Bridge shrink. There was no
Sandy Bridge version of these processors.

11.8 Haswell-based Xeon

Main article: Haswell (microarchitecture)
List: Haswell (microarchitecture) § Server processors
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11.8.1 E3-12xx v3-series “Haswell”

Intel Xeon E3-1241 v3 CPU, sitting atop the inside part of its
retail box that contains an OEM fan-cooled heatsink

Introduced in May 2013, Xeon E3-12xx v3 is the first
Xeon series based on the Haswell microarchitecture. It
uses the new LGA 1150 socket, which was introduced
with the desktop Core i5/i7 Haswell processors, incom-
patible with the LGA 1155 that was used in Xeon E3 and
E3 v2. As before, the main difference between the desk-
top and server versions is added support for ECCmemory
in the Xeon-branded parts. The main benefit of the new
microarchitecture is better power efficiency.

11.8.2 E5-16xx/26xx v3-series “Haswell-
EP”

Intel Xeon E5-1650 v3 CPU; its retail box contains no OEM
heatsink

Introduced in September 2014, Xeon E5-16xx v3 and
Xeon E5-26xx v3 series use the new LGA 2011-v3
socket, which is incompatible with the LGA 2011 socket
used by earlier Xeon E5 and E5 v2 generations based on
Sandy Bridge and Ivy Bridge microarchitectures. Some
of the main benefits of this generation, when compared to
the previous one, are improved power efficiency, higher

core counts, and bigger last level caches (LLCs). Fol-
lowing the already used nomenclature, Xeon E5-26xx v3
series allows multi-socket operation.
One of the new features of this generation is that Xeon
E5 v3 models with more than 10 cores support cluster
on die (COD) operation mode, allowing CPU’s multiple
columns of cores and LLC slices to be logically divided
into what is presented as two non-uniform memory ac-
cess (NUMA) CPUs to the operating system. By keep-
ing data and instructions local to the “partition” of CPU
which is processing them, thus decreasing the LLC ac-
cess latency, COD brings performance improvements to
NUMA-aware operating systems and applications.[29]

11.9 Supercomputers

By 2013 Xeon processors were ubiquitous in
supercomputers—more than 80% of the Top500
machines in 2013 used them. For the very fastest ma-
chines, much of the performance comes from compute
accelerators; Intel’s entry into that market was the Xeon
Phi, the first machines using it appeared in the June 2012
list and by June 2013 it was used in the fastest computer
in the world.

• The first Xeon-based machines in the top-10 ap-
peared in November 2002, two clusters at Lawrence
Livermore National Laboratory and at NOAA.

• The first Xeon-based machine to be in the first
place of the Top500 was the Chinese Tianhe-IA
in November 2010, which used a mixed Xeon-
nVIDIA GPGPU configuration; it was overtaken by
the Japanese K computer in 2012, but the Tianhe-
2 system using 12-core Xeon E5-2692 processors
and Xeon Phi cards occupied the first place in both
Top500 lists of 2013.

• The SuperMUC system, using 8-core Xeon E5-
2680 processors but no accelerator cards, managed
fourth place in June 2012 and had dropped to tenth
by November 2013

• Xeon processor-based systems are among the top 20
fastest systems by memory bandwidth as measured
by the STREAM benchmark.[30]

• An Intel Xeon virtual SMP system leveraging
ScaleMP’s Versatile SMP (vSMP) architecture with
128 cores and 1TBRAM.[31] This system aggregates
16 Stoakley platform (Seaburg chipset) systems with
total of 32 Harpertown processors.

11.10 See also
• AMD Opteron
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• Intel Xeon Phi, brand name for family of products
using the Intel MIC architecture

• List of Intel Xeon microprocessors

• List of Intel microprocessors
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Distributed computing

“Distributed Information Processing” redirects here. For
the computer company, see DIP Research.

Distributed computing is a field of computer science
that studies distributed systems. A distributed system
is a software system in which components located on
networked computers communicate and coordinate their
actions by passing messages.[1] The components inter-
act with each other in order to achieve a common goal.
Three significant characteristics of distributed systems
are: concurrency of components, lack of a global clock,
and independent failure of components.[1] Examples of
distributed systems vary from SOA-based systems to
massively multiplayer online games to peer-to-peer ap-
plications.
A computer program that runs in a distributed system is
called a distributed program, and distributed program-
ming is the process of writing such programs.[2] There are
many alternatives for themessage passingmechanism, in-
cluding RPC-like connectors and message queues. An
important goal and challenge of distributed systems is
location transparency.
Distributed computing also refers to the use of distributed
systems to solve computational problems. In distributed
computing, a problem is divided into many tasks, each
of which is solved by one or more computers,[3] which
communicate with each other by message passing.[4]

12.1 Introduction

The word distributed in terms such as “distributed sys-
tem”, “distributed programming”, and "distributed algo-
rithm" originally referred to computer networks where
individual computers were physically distributed within
some geographical area.[5] The terms are nowadays used
in a much wider sense, even referring to autonomous
processes that run on the same physical computer and in-
teract with each other by message passing.[4] While there
is no single definition of a distributed system,[6] the fol-
lowing defining properties are commonly used:

• There are several autonomous computational enti-

ties, each of which has its own local memory.[7]

• The entities communicate with each other by
message passing.[8]

In this article, the computational entities are called com-
puters or nodes.
A distributed system may have a common goal, such as
solving a large computational problem.[9] Alternatively,
each computer may have its own user with individual
needs, and the purpose of the distributed system is to
coordinate the use of shared resources or provide com-
munication services to the users.[10]

Other typical properties of distributed systems include the
following:

• The system has to tolerate failures in individual
computers.[11]

• The structure of the system (network topology, net-
work latency, number of computers) is not known in
advance, the system may consist of different kinds
of computers and network links, and the system
may change during the execution of a distributed
program.[12]

• Each computer has only a limited, incomplete view
of the system. Each computer may know only one
part of the input.[13]

12.1.1 Architecture

Client/Server System : The Client-server architecture is a
way to provide a service from a central source. There is a
single server that provides a service, and many clients that
communicate with the server to consume its products. In
this architecture, clients and servers have different jobs.
The server’s job is to respond to service requests from
clients, while a client’s job is to use the data provided in
response in order to perform some tasks.
Peer-to-Peer System : The term peer-to-peer is used to
describe distributed systems in which labour is divided
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(a)–(b) A distributed system.
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among all the components of the system. All the com-
puters send and receive data, and they all contribute some
processing power and memory. As a distributed system
increases in size, its capacity of computational resources
increases. In a peer-to-peer system, all components of the
system contribute some processing power and memory to
a distributed computation.

12.2 Parallel and distributed com-
puting

Distributed systems are groups of networked comput-
ers, which have the same goal for their work. The
terms "concurrent computing", "parallel computing", and
“distributed computing” have a lot of overlap, and no
clear distinction exists between them.[14] The same sys-
tem may be characterized both as “parallel” and “dis-
tributed"; the processors in a typical distributed system
run concurrently in parallel.[15] Parallel computing may
be seen as a particular tightly coupled form of distributed
computing,[16] and distributed computing may be seen as
a loosely coupled form of parallel computing.[6] Never-
theless, it is possible to roughly classify concurrent sys-
tems as “parallel” or “distributed” using the following cri-
teria:

• In parallel computing, all processors may have ac-
cess to a shared memory to exchange information

between processors.[17]

• In distributed computing, each processor has its own
private memory (distributed memory). Informa-
tion is exchanged by passing messages between the
processors.[18]

The figure on the right illustrates the difference between
distributed and parallel systems. Figure (a) is a schematic
view of a typical distributed system; as usual, the sys-
tem is represented as a network topology in which each
node is a computer and each line connecting the nodes
is a communication link. Figure (b) shows the same dis-
tributed system in more detail: each computer has its own
local memory, and information can be exchanged only by
passing messages from one node to another by using the
available communication links. Figure (c) shows a paral-
lel system in which each processor has a direct access to
a shared memory.
The situation is further complicated by the traditional
uses of the terms parallel and distributed algorithm that do
not quite match the above definitions of parallel and dis-
tributed systems; see the section Theoretical foundations
below for more detailed discussion. Nevertheless, as a
rule of thumb, high-performance parallel computation in
a shared-memory multiprocessor uses parallel algorithms
while the coordination of a large-scale distributed system
uses distributed algorithms.

12.3 History

The use of concurrent processes that communicate by
message-passing has its roots in operating system archi-
tectures studied in the 1960s.[19] The first widespread
distributed systems were local-area networks such as
Ethernet, which was invented in the 1970s.[20]

ARPANET, the predecessor of the Internet, was intro-
duced in the late 1960s, and ARPANET e-mail was in-
vented in the early 1970s. E-mail became the most suc-
cessful application of ARPANET,[21] and it is probably
the earliest example of a large-scale distributed applica-
tion. In addition to ARPANET, and its successor, the
Internet, other early worldwide computer networks in-
cluded Usenet and FidoNet from 1980s, both of which
were used to support distributed discussion systems.
The study of distributed computing became its own
branch of computer science in the late 1970s and early
1980s. The first conference in the field, Symposium on
Principles of Distributed Computing (PODC), dates back
to 1982, and its European counterpart International Sym-
posium on Distributed Computing (DISC) was first held
in 1985.
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12.4 Applications

Reasons for using distributed systems and distributed
computing may include:

1. The very nature of an application may require the
use of a communication network that connects sev-
eral computers: for example, data produced in one
physical location and required in another location.

2. There are many cases in which the use of a single
computer would be possible in principle, but the
use of a distributed system is beneficial for prac-
tical reasons. For example, it may be more cost-
efficient to obtain the desired level of performance
by using a cluster of several low-end computers, in
comparison with a single high-end computer. A dis-
tributed system can provide more reliability than a
non-distributed system, as there is no single point of
failure. Moreover, a distributed system may be eas-
ier to expand and manage than a monolithic unipro-
cessor system.[22]

Ghaemi et al. define a distributed query as a query “that
selects data from databases located at multiple sites in a
network” and offer as an SQL example:

SELECT ename, dname
FROM company.emp e, com-
pany.dept@sales.goods d
WHERE e.deptno = d.deptno[23]

12.5 Examples

Examples of distributed systems and applications of dis-
tributed computing include the following:[24]

• Telecommunication networks:

• Telephone networks and cellular networks
• Computer networks such as the Internet
• Wireless sensor networks
• Routing algorithms

• Network applications:

• World wide web and peer-to-peer networks
• Massively multiplayer online games and
virtual reality communities

• Distributed databases and distributed database
management systems

• Network file systems
• Distributed information processing systems
such as banking systems and airline reserva-
tion systems

• Real-time process control:

• Aircraft control systems
• Industrial control systems

• Parallel computation:

• Scientific computing, including cluster
computing and grid computing and various
volunteer computing projects; see the list of
distributed computing projects

• Distributed rendering in computer graphics

12.6 Theoretical foundations

Main article: Distributed algorithm

12.6.1 Models

Many tasks that we would like to automate by using a
computer are of question–answer type: we would like
to ask a question and the computer should produce an
answer. In theoretical computer science, such tasks are
called computational problems. Formally, a computa-
tional problem consists of instances together with a solu-
tion for each instance. Instances are questions that we can
ask, and solutions are desired answers to these questions.
Theoretical computer science seeks to understand which
computational problems can be solved by using a
computer (computability theory) and how efficiently
(computational complexity theory). Traditionally, it is
said that a problem can be solved by using a computer if
we can design an algorithm that produces a correct solu-
tion for any given instance. Such an algorithm can be im-
plemented as a computer program that runs on a general-
purpose computer: the program reads a problem instance
from input, performs some computation, and produces
the solution as output. Formalisms such as random ac-
cess machines or universal Turing machines can be used
as abstract models of a sequential general-purpose com-
puter executing such an algorithm.
The field of concurrent and distributed computing studies
similar questions in the case of either multiple comput-
ers, or a computer that executes a network of interacting
processes: which computational problems can be solved
in such a network and how efficiently? However, it is not
at all obvious what is meant by “solving a problem” in
the case of a concurrent or distributed system: for exam-
ple, what is the task of the algorithm designer, and what
is the concurrent or distributed equivalent of a sequential
general-purpose computer?
The discussion below focuses on the case of multiple
computers, although many of the issues are the same for
concurrent processes running on a single computer.
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Three viewpoints are commonly used:

Parallel algorithms in shared-memory model

• All computers have access to a shared memory. The
algorithm designer chooses the program executed by
each computer.

• One theoretical model is the parallel random access
machines (PRAM) that are used.[25] However, the
classical PRAMmodel assumes synchronous access
to the shared memory.

• A model that is closer to the behavior of real-world
multiprocessor machines and takes into account
the use of machine instructions, such as Compare-
and-swap (CAS), is that of asynchronous shared
memory. There is a wide body of work on this
model, a summary of which can be found in the
literature.[26][27]

Parallel algorithms in message-passing model

• The algorithm designer chooses the structure of the
network, as well as the program executed by each
computer.

• Models such as Boolean circuits and sorting net-
works are used.[28] A Boolean circuit can be seen
as a computer network: each gate is a computer that
runs an extremely simple computer program. Sim-
ilarly, a sorting network can be seen as a computer
network: each comparator is a computer.

Distributed algorithms in message-passing model

• The algorithm designer only chooses the computer
program. All computers run the same program. The
system must work correctly regardless of the struc-
ture of the network.

• A commonly used model is a graph with one finite-
state machine per node.

In the case of distributed algorithms, computational prob-
lems are typically related to graphs. Often the graph that
describes the structure of the computer network is the
problem instance. This is illustrated in the following ex-
ample.

12.6.2 An example

Consider the computational problem of finding a color-
ing of a given graph G. Different fields might take the
following approaches:

Centralized algorithms

• The graph G is encoded as a string, and the string
is given as input to a computer. The computer pro-
gram finds a coloring of the graph, encodes the col-
oring as a string, and outputs the result.

Parallel algorithms

• Again, the graph G is encoded as a string. How-
ever, multiple computers can access the same string
in parallel. Each computer might focus on one part
of the graph and produce a coloring for that part.

• The main focus is on high-performance computa-
tion that exploits the processing power of multiple
computers in parallel.

Distributed algorithms

• The graph G is the structure of the computer net-
work. There is one computer for each node of G
and one communication link for each edge of G.
Initially, each computer only knows about its imme-
diate neighbors in the graph G; the computers must
exchangemessages with each other to discover more
about the structure of G. Each computer must pro-
duce its own color as output.

• The main focus is on coordinating the operation of
an arbitrary distributed system.

While the field of parallel algorithms has a different fo-
cus than the field of distributed algorithms, there is a lot
of interaction between the two fields. For example, the
Cole–Vishkin algorithm for graph coloring[29] was origi-
nally presented as a parallel algorithm, but the same tech-
nique can also be used directly as a distributed algorithm.
Moreover, a parallel algorithm can be implemented ei-
ther in a parallel system (using shared memory) or in a
distributed system (using message passing).[30] The tra-
ditional boundary between parallel and distributed algo-
rithms (choose a suitable network vs. run in any given
network) does not lie in the same place as the boundary
between parallel and distributed systems (shared memory
vs. message passing).

12.6.3 Complexity measures

In parallel algorithms, yet another resource in addition
to time and space is the number of computers. Indeed,
often there is a trade-off between the running time and
the number of computers: the problem can be solved
faster if there are more computers running in parallel
(see speedup). If a decision problem can be solved in
polylogarithmic time by using a polynomial number of
processors, then the problem is said to be in the class
NC.[31] The class NC can be defined equally well by using
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the PRAM formalism or Boolean circuits – PRAM ma-
chines can simulate Boolean circuits efficiently and vice
versa.[32]

In the analysis of distributed algorithms, more attention
is usually paid on communication operations than compu-
tational steps. Perhaps the simplest model of distributed
computing is a synchronous system where all nodes op-
erate in a lockstep fashion. During each communication
round, all nodes in parallel (1) receive the latest messages
from their neighbours, (2) perform arbitrary local compu-
tation, and (3) send new messages to their neighbours. In
such systems, a central complexity measure is the number
of synchronous communication rounds required to com-
plete the task.[33]

This complexitymeasure is closely related to the diameter
of the network. LetD be the diameter of the network. On
the one hand, any computable problem can be solved triv-
ially in a synchronous distributed system in approximately
2D communication rounds: simply gather all information
in one location (D rounds), solve the problem, and inform
each node about the solution (D rounds).
On the other hand, if the running time of the algorithm
is much smaller than D communication rounds, then the
nodes in the network must produce their output without
having the possibility to obtain information about distant
parts of the network. In other words, the nodes must
make globally consistent decisions based on informa-
tion that is available in their local neighbourhood. Many
distributed algorithms are known with the running time
much smaller than D rounds, and understanding which
problems can be solved by such algorithms is one of the
central research questions of the field.[34]

Other commonly used measures are the total number of
bits transmitted in the network (cf. communication com-
plexity).

12.6.4 Other problems

Traditional computational problems take the perspective
that we ask a question, a computer (or a distributed sys-
tem) processes the question for a while, and then pro-
duces an answer and stops. However, there are also prob-
lems where we do not want the system to ever stop. Ex-
amples of such problems include the dining philosophers
problem and other similar mutual exclusion problems. In
these problems, the distributed system is supposed to con-
tinuously coordinate the use of shared resources so that
no conflicts or deadlocks occur.
There are also fundamental challenges that are unique to
distributed computing. The first example is challenges
that are related to fault-tolerance. Examples of related
problems include consensus problems,[35] Byzantine fault
tolerance,[36] and self-stabilisation.[37]

A lot of research is also focused on understanding the
asynchronous nature of distributed systems:

• Synchronizers can be used to run synchronous algo-
rithms in asynchronous systems.[38]

• Logical clocks provide a causal happened-before or-
dering of events.[39]

• Clock synchronization algorithms provide globally
consistent physical time stamps.[40]

12.6.5 Properties of distributed systems

So far the focus has been on designing a distributed system
that solves a given problem. A complementary research
problem is studying the properties of a given distributed
system.
The halting problem is an analogous example from the
field of centralised computation: we are given a computer
program and the task is to decide whether it halts or runs
forever. The halting problem is undecidable in the gen-
eral case, and naturally understanding the behaviour of a
computer network is at least as hard as understanding the
behaviour of one computer.
However, there are many interesting special cases that are
decidable. In particular, it is possible to reason about
the behaviour of a network of finite-state machines. One
example is telling whether a given network of interact-
ing (asynchronous and non-deterministic) finite-state ma-
chines can reach a deadlock. This problem is PSPACE-
complete,[41] i.e., it is decidable, but it is not likely that
there is an efficient (centralised, parallel or distributed)
algorithm that solves the problem in the case of large net-
works.

12.7 Coordinator election

Coordinator election (sometimes called leader elec-
tion) is the process of designating a single process as the
organizer of some task distributed among several com-
puters (nodes). Before the task is begun, all network
nodes are either unaware which node will serve as the
“coordinator” (or leader) of the task, or unable to com-
municate with the current coordinator. After a coordina-
tor election algorithm has been run, however, each node
throughout the network recognizes a particular, unique
node as the task coordinator.
The network nodes communicate among themselves in
order to decide which of them will get into the “coor-
dinator” state. For that, they need some method in or-
der to break the symmetry among them. For example, if
each node has unique and comparable identities, then the
nodes can compare their identities, and decide that the
node with the highest identity is the coordinator.
The definition of this problem is often attributed to
LeLann, who formalized it as a method to create a new
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token in a token ring network in which the token has been
lost.
Coordinator election algorithms are designed to be eco-
nomical in terms of total bytes transmitted, and time. The
algorithm suggested by Gallager, Humblet, and Spira [42]

for general undirected graphs has had a strong impact on
the design of distributed algorithms in general, and won
the Dijkstra Prize for an influential paper in distributed
computing.
Many other algorithms were suggested for different kind
of network graphs, such as undirected rings, unidi-
rectional rings, complete graphs, grids, directed Euler
graphs, and others. A general method that decouples the
issue of the graph family from the design of the coordina-
tor election algorithm was suggested by Korach, Kutten,
and Moran.[43]

In order to perform coordination, distributed systems em-
ploy the concept of coordinators. The coordinator elec-
tion problem is to choose a process from among a group
of processes on different processors in a distributed sys-
tem to act as the central coordinator. Several central co-
ordinator election algorithms exist.[44]

12.7.1 Bully algorithm

When using the Bully algorithm, any process sends ames-
sage to the current coordinator. If there is no response
within a given time limit, the process tries to elect itself
as leader.

12.7.2 Chang and Roberts algorithm

The Chang and Roberts algorithm (or “Ring Algorithm”)
is a ring-based election algorithm used to find a process
with the largest unique identification number .

12.8 Architectures

Various hardware and software architectures are used for
distributed computing. At a lower level, it is necessary
to interconnect multiple CPUs with some sort of net-
work, regardless of whether that network is printed onto
a circuit board or made up of loosely coupled devices
and cables. At a higher level, it is necessary to intercon-
nect processes running on those CPUs with some sort of
communication system.
Distributed programming typically falls into one of sev-
eral basic architectures or categories: client–server, 3-
tier architecture, n-tier architecture, distributed objects,
loose coupling, or tight coupling.

• Client–server: Smart client code contacts the server
for data then formats and displays it to the user.

Input at the client is committed back to the server
when it represents a permanent change.

• 3-tier architecture: Three tier systems move the
client intelligence to a middle tier so that stateless
clients can be used. This simplifies application de-
ployment. Most web applications are 3-Tier.

• n-tier architecture: n-tier refers typically to web ap-
plications which further forward their requests to
other enterprise services. This type of applica-
tion is the one most responsible for the success of
application servers.

• highly coupled (clustered): refers typically to a clus-
ter of machines that closely work together, running
a shared process in parallel. The task is subdivided
in parts that are made individually by each one and
then put back together to make the final result.

• Peer-to-peer: an architecture where there is no spe-
cial machine or machines that provide a service or
manage the network resources. Instead all respon-
sibilities are uniformly divided among all machines,
known as peers. Peers can serve both as clients and
servers.

• Space based: refers to an infrastructure that creates
the illusion (virtualization) of one single address-
space. Data are transparently replicated according
to application needs. Decoupling in time, space and
reference is achieved.

Another basic aspect of distributed computing architec-
ture is the method of communicating and coordinating
work among concurrent processes. Through various mes-
sage passing protocols, processes may communicate di-
rectly with one another, typically in a master/slave rela-
tionship. Alternatively, a “database-centric” architecture
can enable distributed computing to be done without any
form of direct inter-process communication, by utilizing
a shared database.[45]
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12.13 External links
• Distributed computing at DMOZ

• Distributed computing journals at DMOZ
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Chapter 13

Service-oriented architecture

A service-oriented architecture (SOA) is a design pat-
tern in which application components provide services
to other components via a communications protocol,
typically over a network. The principles of service-
orientation are independent of any vendor, product or
technology.[1]

A service is a self-contained unit of functionality, such as
retrieving an online bank statement.[2] By that definition,
a service is a discretely invocable operation. However, in
theWeb Services Description Language (WSDL), a “ser-
vice” is an interface definition that may list several dis-
crete services or operations. Elsewhere, the term is used
for a component that is encapsulated behind an interface.
Services can be combined to provide the functionality of
a large software application.[3] SOA makes it easier for
software components on computers connected over a net-
work to cooperate. Every computer can run any number
of services, and each service is built in a way that en-
sures that the service can exchange information with any
other service in the network without human interaction
and without the need to make changes to the underlying
program itself.

13.1 Definitions

The OASIS group[4] and the Open Group[5] have both
created formal definitions. OASIS defines SOA as:

A paradigm for organizing and utilizing
distributed capabilities that may be under the
control of different ownership domains. It pro-
vides a uniform means to offer, discover, in-
teract with and use capabilities to produce de-
sired effects consistent with measurable pre-
conditions and expectations.

The Open Group’s definition is:

Service-Oriented Architecture (SOA) is
an architectural style that supports service-
orientation.

Service-orientation is a way of thinking in
terms of services and service-based develop-
ment and the outcomes of services.

A service:
Is a logical representation of a re-
peatable business activity that has a
specified outcome (e.g., check cus-
tomer credit, provide weather data,
consolidate drilling reports)
Is self-contained
May be composed of other services
Is a “black box” to consumers of the
service

13.2 Overview

Services are unassociated, loosely coupled units of func-
tionality that are self-contained. Each service implements
at least one action, such as submitting an online applica-
tion for an account, retrieving an online bank statement
or modifying an online booking or airline ticket order.
Within an SOA, services use defined protocols that de-
scribe how services pass and parse messages using de-
scription metadata, which in sufficient details describes
not only the characteristics of these services, but also
the data that drives them. Programmers have made ex-
tensive use of XML in SOA to structure data that they
wrap in a nearly exhaustive description-container. Analo-
gously, the Web Services Description Language (WSDL)
typically describes the services themselves, while SOAP
(originally Simple Object Access Protocol) describes the
communications protocols. SOA depends on data and
services that are described by metadata that should meet
the following two criteria:

1. The metadata should be provided in a form that soft-
ware systems can use to configure dynamically by
discovery and incorporation of defined services, and
also to maintain coherence and integrity. For exam-
ple, metadata could be used by other applications,
like a catalogue, to perform auto discovery of ser-
vices without modifying the functional contract of a
service.
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2. The metadata should be provided in a form that sys-
tem designers can understand and manage with a
reasonable expenditure of cost and effort.

The purpose of SOA is to allow users to combine together
fairly large chunks of functionality to form ad hoc appli-
cations built almost entirely from existing software ser-
vices. The larger the chunks, the fewer the interfaces re-
quired to implement any given set of functionality; how-
ever, very large chunks of functionality may not prove
sufficiently granular for easy reuse. Each interface brings
with it some amount of processing overhead, so there is
a performance consideration in choosing the granularity
of services.
SOA as an architecture relies on service-orientation as its
fundamental design principle. If a service presents a sim-
ple interface that abstracts away its underlying complex-
ity, then users can access independent services without
knowledge of the service’s platform implementation.[6]

13.3 SOA framework

SOA-based solutions endeavour to enable business ob-
jectives while building an enterprise-quality system.
SOA architecture is viewed as five horizontal layers:[7]

1. Consumer Interface Layer - These are GUI for end
users or apps accessing apps/service interfaces.

2. Business Process Layer - These are choreographed
services representing business use-cases in terms of
applications.

3. Services - Services are consolidated together for
whole enterprise in service inventory.

4. Service Components - The components used to
build the services, like functional and technical li-
braries, technological interfaces etc.

5. Operational Systems - This layer contains the data
models, enterprise data repository, technological
platforms etc.

There are four cross-cutting vertical layers, each of which
are applied to and supported by each of horizontal layers:

1. Integration Layer - starts with platform integration
(protocols support), data integration, service inte-
gration, application integration, leading to enter-
prise application integration supporting B2B and
B2C.

2. Quality of Service - Security, availability, perfor-
mance etc. constitute the quality of service which
are configured based on required SLAs, OLAs.

3. Informational - provide business information.

4. Governance - IT strategy is governed to each hori-
zontal layer to achieve required operating and capa-
bility model.

13.4 Design concept

SOA is based on the concept of a service. Depending
on the service design approach taken, each SOA service
is designed to perform one or more activities by imple-
menting one or more service operations. As a result, each
service is built as a discrete piece of code. This makes it
possible to reuse the code in different ways throughout
the application by changing only the way an individual
service interoperates with other services that make up the
application, versus making code changes to the service
itself. SOA design principles are used during software
development and integration.
SOA generally provides a way for consumers of ser-
vices, such as web-based applications, to be aware of
available SOA-based services. For example, several dis-
parate departments within a company may develop and
deploy SOA services in different implementation lan-
guages; their respective clients will benefit from a well-
defined interface to access them.
SOA defines how to integrate widely disparate applica-
tions for a Web-based environment and uses multiple im-
plementation platforms. Rather than defining an API,
SOA defines the interface in terms of protocols and func-
tionality. An endpoint is the entry point for such a SOA
implementation.
Service-orientation requires loose coupling of services
with operating systems and other technologies that un-
derlie applications. SOA separates functions into distinct
units, or services,[8] which developers make accessible
over a network in order to allow users to combine and
reuse them in the production of applications. These ser-
vices and their corresponding consumers communicate
with each other by passing data in a well-defined, shared
format, or by coordinating an activity between two or
more services.[9]

For some, SOA can be seen in a continuum from older
concepts of distributed computing[8][10] andmodular pro-
gramming, through SOA, and on to current practices of
mashups, SaaS, and cloud computing (which some see as
the offspring of SOA).[11]

13.5 Principles

There are no industry standards relating to the exact
composition of a service-oriented architecture, although
many industry sources have published their own princi-
ples. Some of the principles published[12][13][14][15] in-
clude the following:
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• Standardized service contract: Services adhere to a
communications agreement, as defined collectively
by one or more service-description documents.

• Service loose coupling: Services maintain a relation-
ship that minimizes dependencies and only requires
that they maintain an awareness of each other.

• Service abstraction: Beyond descriptions in the ser-
vice contract, services hide logic from the outside
world.

• Service reusability: Logic is divided into services
with the intention of promoting reuse.

• Service autonomy: Services have control over the
logic they encapsulate, from a Design-time and a
Run-time perspective.

• Service statelessness: Services minimize resource
consumption by deferring the management of state
information when necessary[16]

• Service discoverability: Services are supplemented
with communicative meta data by which they can
be effectively discovered and interpreted.

• Service composability: Services are effective com-
position participants, regardless of the size and com-
plexity of the composition.

• Service granularity: A design consideration to pro-
vide optimal scope and right granular level of the
business functionality in a service operation.

• Service normalization: Services are decomposed
and/or consolidated to a level of normal form to
minimize redundancy. In some cases, services are
denormalized for specific purposes, such as perfor-
mance optimization, access, and aggregation.[17]

• Service optimization: All else being equal, high-
quality services are generally preferable to low-
quality ones.

• Service relevance: Functionality is presented at a
granularity recognized by the user as a meaningful
service.

• Service encapsulation: Many services are consoli-
dated for use under the SOA. Often such services
were not planned to be under SOA.

• Service location transparency: This refers to the abil-
ity of a service consumer to invoke a service regard-
less of its actual location in the network. This also
recognizes the discoverability property (one of the
core principle of SOA) and the right of a consumer
to access the service. Often, the idea of service
virtualization also relates to location transparency.
This is where the consumer simply calls a logical ser-
vice while a suitable SOA-enabling runtime infras-
tructure component, commonly a service bus, maps
this logical service call to a physical service.

13.5.1 Service architecture

This is the physical design of an individual service that en-
compasses all the resources used by a service. This would
normally include databases, software components, legacy
systems, identity stores, XML schemas and any backing
stores, e.g. shared directories. It is also beneficial to in-
clude any service agents employed by the service, as any
change in these service agents would affect the message
processing capabilities of the service.
The (standardized service contract) design principle,
keeps service contracts independent from their imple-
mentation. The service contract needs to be documented
to formalize the required processing resources by the in-
dividual service capabilities. Although it is beneficial
to document details about the service architecture, the
service abstraction design principle dictates that any in-
ternal details about the service are invisible to its con-
sumers so that they do not develop any unstated couplings.
The service architecture serves as a point of reference for
evolving the service or gauging the impact of any change
in the service.

13.5.2 Service composition architecture

One of the core characteristics of services developed us-
ing the service-orientation design paradigm is that they
are composition-centric. Services with this characteristic
can potentially address novel requirements by recompos-
ing the same services in different configurations. Service
composition architecture is itself a composition of the in-
dividual architectures of the participating services. In the
light of the Service Abstraction principle, this type of ar-
chitecture only documents the service contract and any
published service-level agreement (SLA); internal details
of each service are not included.
If a service composition is a part of another (parent) com-
position, the parent composition can also be referenced
in the child service composition. The design of service
composition also includes any alternate paths, such as er-
ror conditions, which may introduce new services into the
current service composition.
Service composition is also a key technique in soft-
ware integration, including enterprise software integra-
tion, business process composition and workflow compo-
sition.

13.5.3 Service inventory architecture

A service inventory is composed of services that auto-
mate business processes. It is important to account for the
combined processing requirements of all services within
the service inventory. Documenting the requirements of
services, independently from the business processes that
they automate, helps identify processing bottlenecks. The
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service inventory architecture is documented from the
service inventory blueprint, so that service candidates[18]
can be redesigned before their implementation.

13.5.4 Service-oriented enterprise archi-
tecture

This umbrella architecture incorporates service, compo-
sition, and inventory architectures, plus any enterprise-
wide technological resources accessed by these architec-
tures e.g. an ERP system. This can be further supple-
mented by including enterprise-wide standards that apply
to the aforementioned architecture types. Any segments
of the enterprise that are not service-oriented can also be
documented in order to consider transformation require-
ments if a service needs to communicate with the busi-
ness processes automated by such segments.SOA’s main
goal is to deliver agility to business

13.6 Web services approach

Web services can implement a service-oriented
architecture.[19] They make functional building-blocks
accessible over standard Internet protocols indepen-
dent of platforms and programming languages. These
services can represent either new applications or just
wrappers around existing legacy systems to make them
network-enabled.
Each SOA building block can play one or both of two
roles:

1. Service provider: The service provider creates a
web service and possibly publishes its interface and
access information to the service registry. Each
provider must decide which services to expose, how
to make trade-offs between security and easy avail-
ability, how to price the services, or (if no charges
apply) how/whether to exploit them for other value.
The provider also has to decide what category the
service should be listed in for a given broker ser-
vice and what sort of trading partner agreements
are required to use the service. It registers what
services are available within it, and lists all the po-
tential service recipients. The implementer of the
broker then decides the scope of the broker. Pub-
lic brokers are available through the Internet, while
private brokers are only accessible to a limited au-
dience, for example, users of a company intranet.
Furthermore, the amount of the offered informa-
tion has to be decided. Some brokers specialize in
many listings. Others offer high levels of trust in
the listed services. Some cover a broad landscape of
services and others focus within an industry. Some
brokers catalog other brokers. Depending on the
business model, brokers can attempt to maximize

look-up requests, number of listings or accuracy of
the listings. The Universal Description Discovery
and Integration (UDDI) specification defines a way
to publish and discover information about Web ser-
vices. Other service broker technologies include
(for example) ebXML (Electronic Business using
eXtensible Markup Language) and those based on
the ISO/IEC 11179Metadata Registry (MDR) stan-
dard.

2. Service consumer: The service consumer or web ser-
vice client locates entries in the broker registry using
various find operations and then binds to the service
provider in order to invoke one of its web services.
Whichever service the service-consumers need, they
have to take it into the brokers, bind it with respec-
tive service and then use it. They can access multiple
services if the service provides multiple services.

13.7 Web service protocols

See also: List of web service protocols

Implementers commonly build SOAs using web services
standards (for example, SOAP) that have gained broad
industry acceptance after recommendation of Version
1.2 from the W3C[20] (World Wide Web Consortium)
in 2003. These standards (also referred to as web ser-
vice specifications) also provide greater interoperability
and some protection from lock-in to proprietary ven-
dor software. One can, however, implement SOA using
any service-based technology, such as Jini, CORBA or
REST.

13.8 Other SOA concepts

Architectures can operate independently of specific tech-
nologies and can therefore be implemented using a wide
range of technologies, including:

• SOAP, RPC

• REST

• DCOM

• CORBA

• Web services

• DDS

• Java RMI

• WCF (Microsoft’s implementation of web services
now forms a part of WCF)

• Apache Thrift
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• SORCER

Implementations can use one or more of these proto-
cols and, for example, might use a file-systemmechanism
to communicate data conforming to a defined interface
specification between processes conforming to the SOA
concept. The key is independent services with defined in-
terfaces that can be called to perform their tasks in a stan-
dard way, without a service having foreknowledge of the
calling application, and without the application having or
needing knowledge of how the service actually performs
its tasks.

Elements of SOA, by Dirk Krafzig, Karl Banke, and Dirk
Slama[21]

SOA meta-model, The Linthicum Group, 2007

SOA enables the development of applications that are
built by combining loosely coupled and interoperable
services.[22]

These services inter-operate based on a formal definition
(or contract, e.g., WSDL) that is independent of the un-
derlying platform and programming language. The inter-
face definition hides the implementation of the language-
specific service. SOA-based systems can therefore func-
tion independently of development technologies and plat-
forms (such as Java, .NET, etc.). Services written in
C# running on .NET platforms and services written in
Java running on Java EE platforms, for example, can

Service-Oriented Modeling Framework (SOMF) Version 2.0

both be consumed by a common composite application
(or client). Applications running on either platform can
also consume services running on the other as web ser-
vices that facilitate reuse. Managed environments can
also wrap COBOL legacy systems and present them as
software services. This has extended the useful life of
many core legacy systems indefinitely, no matter what
language they originally used.
SOA can support integration and consolidation activities
within complex enterprise systems, but SOA does not
specify or provide a methodology or framework for doc-
umenting capabilities or services.
We can distinguish the Service Object-Oriented Ar-
chitecture (SOOA), where service providers are net-
work (call/response) objects accepting remote invoca-
tions, from the Service Protocol Oriented Architecture
(SPOA), where a communication (read/write) protocol
is fixed and known beforehand by the provider and re-
questor. Based on that protocol and a service description
obtained from the service registry, the requestor can bind
to the service provider by creating own proxy used for
remote communication over the fixed protocol. If a ser-
vice provider registers its service description by name, the
requestors have to know the name of the service before-
hand. In SOOA, a proxy—an object implementing the
same service interfaces as its service provider—is regis-
tered with the registries and it is always ready for use by
requestors. Thus, in SOOA, the service provider owns
and publishes the proxy as the active surrogate object with
a codebase annotation, e.g., URLs to the code defining
proxy behavior (Jini ERI). In SPOA, by contrast, a pas-
sive service description is registered (e.g., an XML docu-
ment in WSDL for Web services, or an interface descrip-
tion in IDL for CORBA); the requestor then has to gener-
ate the proxy (a stub forwarding calls to a provider) based
on a service description and the fixed communication pro-
tocol (e.g., SOAP in Web services, IIOP in CORBA).
This is referred to as a bind operation. The proxy bind-
ing operation is not required in SOOA since the requestor
holds the active surrogate object obtained via the registry.
The surrogate object is already bound to the provider that
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registered it with its appropriate network configuration
and its code annotations. Web services, OGSA, RMI, and
CORBA services cannot change the communication pro-
tocol between requestors and providers while the SOOA
approach is protocol neutral.[23]

High-level languages such as BPEL and specifications
such as WS-CDL and WS-Coordination extend the ser-
vice concept by providing a method of defining and sup-
porting orchestration of fine-grained services into more
coarse-grained business services, which architects can in
turn incorporate into workflows and business processes
implemented in composite applications or portals.[24]

Service-oriented modeling[8] is a SOA framework that
identifies the various disciplines that guide SOA practi-
tioners to conceptualize, analyze, design, and architect
their service-oriented assets. The Service-oriented mod-
eling framework (SOMF) offers a modeling language and
a work structure or “map” depicting the various com-
ponents that contribute to a successful service-oriented
modeling approach. It illustrates the major elements that
identify the “what to do” aspects of a service develop-
ment scheme. The model enables practitioners to craft a
project plan and to identify the milestones of a service-
oriented initiative. SOMF also provides a common mod-
eling notation to address alignment between business and
IT organizations.

13.9 Organizational benefits

Some enterprise architects believe that SOA can
help businesses respond more quickly and more cost-
effectively to changing market conditions.[25] This style
of architecture promotes reuse at the macro (service) level
rather than micro (classes) level. It can also simplify in-
terconnection to—and usage of—existing IT (legacy) as-
sets.
With SOA, the idea is that an organization can look at
a problem holistically. A business has more overall con-
trol. Theoretically there would not be a mass of devel-
opers using whatever tool sets might please them. But
rather they would be coding to a standard that is set within
the business. They can also develop enterprise-wide SOA
that encapsulates a business-oriented infrastructure. SOA
has also been illustrated as a highway system providing
efficiency for car drivers. The point being that if ev-
eryone had a car, but there was no highway anywhere,
things would be limited and disorganized, in any attempt
to get anywhere quickly or efficiently. IBM Vice Pres-
ident of Web Services Michael Liebow says that SOA
“builds highways”.[26]

In some respects, SOA could be regarded as an archi-
tectural evolution rather than as a revolution. It captures
many of the best practices of previous software archi-
tectures. In communications systems, for example, little
development of solutions that use truly static bindings to

talk to other equipment in the network has taken place.
By formally embracing a SOA approach, such systems
can position themselves to stress the importance of well-
defined, highly inter-operable interfaces.[27]

Some have questioned whether SOA simply revives con-
cepts like modular programming (1970s), event-oriented
design (1980s), or interface/component-based design
(1990s). SOA promotes the goal of separating users
(consumers) from the service implementations. Services
can therefore be run on various distributed platforms and
be accessed across networks. This can also maximize
reuse of services.
A service comprises a stand-alone unit of functionality
available only via a formally defined interface. Services
can be some kind of “nano-enterprises” that are easy
to produce and improve. Also services can be “mega-
corporations” constructed as the coordinated work of
subordinate services.
A mature rollout of SOA effectively defines the API of
an organization.
Reasons for treating the implementation of services as
separate projects from larger projects include:

1. Separation promotes the concept to the business that
services can be delivered quickly and independently
from the larger and slower-moving projects common
in the organization. The business starts understand-
ing systems and simplified user interfaces calling on
services. This advocates agility. That is to say, it
fosters business innovations and speeds up time-to-
market.[28]

2. Separation promotes the decoupling of services
from consuming projects. This encourages good de-
sign insofar as the service is designed without know-
ing who its consumers are.

3. Documentation and test artifacts of the service are
not embedded within the detail of the larger project.
This is important when the service needs to be
reused later.

An indirect benefit of SOA involves dramatically sim-
plified testing. Services are autonomous, stateless, with
fully documented interfaces, and separate from the cross-
cutting concerns of the implementation.
If an organization possesses appropriately defined test
data, then a corresponding stub is built that reacts to the
test data when a service is being built. A full set of regres-
sion tests, scripts, data, and responses is also captured for
the service. The service can be tested as a 'black box'
using existing stubs corresponding to the services it calls.
Test environments can be constructed where the primitive
and out-of-scope services are stubs, while the remainder
of the mesh is test deployments of full services. As each
interface is fully documented with its own full set of re-
gression test documentation, it becomes simple to identify
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problems in test services. Testing evolves to merely val-
idate that the test service operates according to its docu-
mentation, and finds gaps in documentation and test cases
of all services within the environment. Managing the data
state of idempotent services is the only complexity.
Examples may prove useful to aid in documenting a ser-
vice to the level where it becomes useful. The documen-
tation of some APIs within the Java Community Pro-
cess provide good examples. As these are exhaustive,
staff would typically use only important subsets. The 'os-
sjsa.pdf' file within JSR-89 exemplifies such a file.[29]

13.10 Challenges

One obvious and common challenge faced involves man-
aging services metadata. SOA-based environments can
include many services that exchange messages to perform
tasks. Depending on the design, a single application may
generate millions of messages. Managing and providing
information on how services interact can become com-
plex. This becomes even more complicated when these
services are delivered by different organizations within
the company or even different companies (partners, sup-
pliers, etc.). This creates huge trust issues across teams;
hence SOA Governance comes into the picture.
Another challenge involves the lack of testing in SOA
space. There are no sophisticated tools that provide
testability of all headless services (including message and
database services along with web services) in a typical
architecture. Lack of horizontal trust requires that both
producers and consumers test services on a continuous
basis. SOA’s main goal is to deliver agility to businesses.
Therefore it is important to invest in a testing framework
(build it or buy it) that would provide the visibility re-
quired to find the culprit in the architecture. Business
agility requires SOA services to be controlled by the busi-
ness goals and directives as defined in the business Moti-
vation Model (BMM).[30]

Another challenge relates to providing appropriate lev-
els of security. Security models built into an application
may no longer suffice when an application exposes its ca-
pabilities as services that can be used by other applica-
tions. That is, application-managed security is not the
right model for securing services. A number of new tech-
nologies and standards have started to emerge and provide
more appropriate models for security in SOA.
Finally, the impact of changing a service that touches
multiple business domains will require a higher level of
change management governance

As SOA and the WS-* specifications practitioners ex-
pand, update and refine their output, they encounter a
shortage of skilled people to work on SOA-based systems,
including the integration of services and construction of
services infrastructure.

Interoperability becomes an important aspect of SOA im-
plementations. The WS-I organization has developed ba-
sic profile (BP) and basic security profile (BSP) to en-
force compatibility.[31] WS-I has designed testing tools to
help assess whether web services conform toWS-I profile
guidelines. Additionally, another charter has been estab-
lished to work on the Reliable Secure Profile.
Significant vendor hype surrounds SOA, which can cre-
ate exaggerated expectations. Product stacks continue to
evolve as early adopters test the development and run-
time products with real-world problems. SOA does not
guarantee reduced IT costs, improved systems agility or
shorter time to market. Successful SOA implementations
may realize some or all of these benefits depending on
the quality and relevance of the system architecture and
design.[32][33]

Internal IT delivery organizations routinely initiate SOA
efforts, and some do a poor job of introducing SOA con-
cepts to a business with the result that SOA remains mis-
understood within that business. The adoption of SOA
starts to meet IT delivery needs instead of those of the
business, resulting in an organization with, for example,
superlative laptop provisioning services, instead of one
that can quickly respond to market opportunities. Busi-
ness leadership also frequently becomes convinced that
the organization is executing well on SOA.
One of the most important benefits of SOA is its ease of
reuse. Therefore accountability and funding models must
ultimately evolve within the organization. A business unit
needs to be encouraged to create services that other units
will use. Conversely, units must be encouraged to reuse
services. This requires a few new governance compo-
nents:

• Each business unit creating services must have an
appropriate support structure in place to deliver on
its service-level obligations, and to support enhanc-
ing existing services strictly for the benefit of others.
This is typically quite foreign to business leaders.

• Each business unit consuming services accepts the
apparent risk of reusing services outside their own
control, with the attendant external project depen-
dencies, etc.

• An innovative funding model is needed as incen-
tive to drive these behaviors above. Business units
normally pay the IT organization to assist dur-
ing projects and then to operate the environment.
Corporate incentives should discount these costs
to service providers and create internal revenue
streams from consuming business units to the ser-
vice provider.[34] These streams should be less than
the costs of a consumer simply building it the old-
fashioned way. This is where SOA deployments can
benefit from the SaaS monetization architecture.[35]
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13.11 Criticisms

Some criticisms of SOA depend on conflating SOA with
Web services.[36] For example, some critics claim SOA
results in the addition of XML layers, introducing XML
parsing and composition.[37] In the absence of native or
binary forms of remote procedure call (RPC), applica-
tions could run more slowly and require more process-
ing power, increasing costs. Most implementations do
incur these overheads, but SOA can be implemented
using technologies (for example, Java Business Integra-
tion (JBI), Windows Communication Foundation (WCF)
and data distribution service (DDS)) that do not depend
on remote procedure calls or translation through XML.
At the same time, emerging open-source XML parsing
technologies (such as VTD-XML) and various XML-
compatible binary formats promise to significantly im-
prove SOA performance.[38][39][40]

Stateful services require both the consumer and the
provider to share the same consumer-specific context,
which is either included in or referenced by messages ex-
changed between the provider and the consumer. This
constraint has the drawback that it could reduce the
overall scalability of the service provider if the service-
provider needs to retain the shared context for each con-
sumer. It also increases the coupling between a service
provider and a consumer and makes switching service
providers more difficult.[41] Ultimately, some critics feel
that SOA services are still too constrained by applications
they represent.[42]

Another concern relates to the ongoing evolution of WS-
* standards and products (e. g., transaction, security),
and SOA can thus introduce new risks unless properly
managed and estimated with additional budget and con-
tingency for additional proof-of-concept work. There
has even been an attempt to parody the complexity and
sometimes-oversold benefits of SOA, in the form of a
'SOA Facts' site that mimics the 'Chuck Norris Facts’
meme.
Some critics regard SOA as merely an obvious evolution
of currently well-deployed architectures (open interfaces,
etc.).
IT system designs sometimes overlook the desirability
of modifying systems readily. Many systems, including
SOA-based systems, hard-code the operations, goods and
services of the organization, thus restricting their online
service and business agility in the global marketplace.
The next step in the design process covers the definition
of a service delivery platform (SDP) and its implemen-
tation. In the SDP design phase one defines the business
informationmodels, identity management, products, con-
tent, devices, and the end-user service characteristics, as
well as how agile the system is so that it can deal with the
evolution of the business and its customers.

13.12 SOA Manifesto

In October 2009, at the 2nd International SOA Sympo-
sium, a mixed group of 17 independent SOA practition-
ers and vendors, the “SOA Manifesto Working Group”,
announced the publication of the SOAManifesto.[43] The
SOA Manifesto is a set of objectives and guiding princi-
ples that aim to provide a clear understanding and vision
of SOA and service-orientation. Its purpose is rescuing
the SOA concept from an excessive use of the term by the
vendor community and “a seemingly endless proliferation
of misinformation and confusion”.
The manifesto provides a broad definition of SOA, the
values it represents for the signatories and some guiding
principles. The manifesto prioritizes:

• Business value over technical strategy

• Strategic goals over project-specific benefits

• Intrinsic interoperability over custom integration

• Shared services over specific-purpose implementa-
tions

• Flexibility over optimization

• Evolutionary refinement over pursuit of initial per-
fection

As of September 2010, the SOA Manifesto had been
signed by more than 700 signatories and had been trans-
lated to nine languages.

13.13 Extensions

13.13.1 SOA, Web 2.0, services over the
messenger, and mashups

Web 2.0, a perceived “second generation” of web activ-
ity, primarily features the ability of visitors to contribute
information for collaboration and sharing. Web 2.0 ap-
plications often use RESTful web APIs and commonly
feature AJAX based user interfaces, utilizing web syndi-
cation, blogs, and wikis. While there are no set standards
for Web 2.0, it is characterized by building on the ex-
isting Web server architecture and using services. Web
2.0 can therefore be regarded as displaying some SOA
characteristics.[44][45][46]

Some commentators also regard mashups as Web 2.0
applications. The term "business mashups" describes
web applications that combine content from more than
one source into an integrated user experience that shares
many of the characteristics of service-oriented business
applications (SOBAs). SOBAs are applications com-
posed of services in a declarative manner. There is on-
going debate about “the collision of Web 2.0, mashups,
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and SOA,” with some stating that Web 2.0 applica-
tions are a realization of SOA composite and business
applications.[47]

13.13.2 Web 2.0

Tim O'Reilly coined the term “Web 2.0” to de-
scribe a perceived, quickly growing set of web-based
applications.[48] A topic that has experienced extensive
coverage involves the relationship between Web 2.0 and
Service-Oriented Architectures (SOAs).
SOA is the philosophy of encapsulating application logic
in services with a uniformly defined interface and making
these publicly available via discovery mechanisms. The
notion of complexity-hiding and reuse, but also the con-
cept of loosely coupling services has inspired researchers
to elaborate on similarities between the two philoso-
phies, SOA and Web 2.0, and their respective applica-
tions. Some argue Web 2.0 and SOA have significantly
different elements and thus can not be regarded “paral-
lel philosophies”, whereas others consider the two con-
cepts as complementary and regardWeb 2.0 as the global
SOA.[45]

The philosophies of Web 2.0 and SOA serve different
user needs and thus expose differences with respect to the
design and also the technologies used in real-world appli-
cations. However, as of 2008, use-cases demonstrated
the potential of combining technologies and principles of
both Web 2.0 and SOA.[45]

In an "Internet of Services", all people, machines, and
goods will have access via the network infrastructure of
tomorrow. The Internet will thus offer services for all ar-
eas of life and business, such as virtual insurance, online
banking and music, and so on. Those services will re-
quire a complex services infrastructure including service-
delivery platforms bringing together demand and supply.
Building blocks for the Internet of Services include SOA,
Web 2.0 and semantics on the technology side; as well as
novel business models, and approaches to systematic and
community-based innovation.[49]

Even though Oracle indicates that Gartner is coining a
new term, Gartner analysts indicate that they call this ad-
vanced SOA and refer to it as “SOA 2.0”.[50] Most of the
major middleware vendors (e. g., Red Hat, webMethods,
TIBCO Software, IBM, Sun Microsystems, and Oracle)
have had some form of SOA 2.0 attributes for years.

13.13.3 Digital nervous system

SOA implementations have been described as represent-
ing a piece of the larger vision known as the digital ner-
vous system[51][52] or the Zero Latency Enterprise.[53]

13.14 See also
• Architecture of Interoperable Information Systems

• Autonomous decentralized system

• Business-agile enterprise

• Business-driven development

• Business Intelligence 2.0

• Business-oriented architecture

• Cloud computing

• Communications-enabled application

• Comparison of business integration software

• Component business model

• Enterprise Mashup Markup Language (EMML)

• Enterprise messaging system

• Enterprise service bus

• Event-driven programming

• HATEOAS (Hypermedia as the Engine of Applica-
tion State)

• iLAND project

• Library Oriented Architecture

• Message-oriented middleware

• Microservices

• Open ESB

• Platform as a service

• Resource-oriented architecture

• Robot as Service

• Search-oriented architecture

• Semantic service-oriented architecture

• Service layer

• Service-oriented modeling

• Service-oriented architecture implementation
framework
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• Service virtualization
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• SOALIB

• SORCER

• Web-oriented architecture
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Chapter 14

Massively multiplayer online game

A massively multiplayer online game (also called
MMO andMMOG) is a multiplayer video game which
is capable of supporting large numbers of players simulta-
neously. By necessity, they are played on the Internet.[1]
MMOs usually have at least one persistent world, how-
ever some games differ. These games can be found for
most network-capable platforms, including the personal
computer, video game console, or smartphones and other
mobile devices.
MMOGs can enable players to cooperate and compete
with each other on a large scale, and sometimes to in-
teract meaningfully with people around the world. They
include a variety of gameplay types, representing many
video game genres.

14.1 History

Main article: History of massively multiplayer online
games

The most popular type of MMOG, and the subgenre
that pioneered the category,which was launched in late
April 1999, is the massively multiplayer online role-
playing game (MMORPG), which descended from uni-
versity mainframe computer MUD and adventure games
such as Rogue andDungeon on the PDP-10. These games
predate the commercial gaming industry and the Internet,
but still featured persistent worlds and other elements of
MMOGs still used today.
The first graphical MMOG, and a major milestone in the
creation of the genre, was the multiplayer flight combat
simulation gameAirWarrior by Kesmai on the GEnie on-
line service, which first appeared in 1986. Kesmai later
added 3D graphics to the game, making it the first 3D
MMO.
Commercial MMORPGs gained acceptance in the late
1980s and early 1990s. The genre was pioneered by the
GemStone series on GEnie, also created by Kesmai, and
Neverwinter Nights, the first such game to include graph-
ics, which debuted on AOL in 1991.[2]

As video game developers applied MMOG ideas to other

computer and video game genres, new acronyms started
to develop, such as MMORTS. MMOG emerged as a
generic term to cover this growing class of games.
The debuts of The Realm Online, Meridian 59 (the
first 3D MMORPG), Ultima Online, Underlight and
EverQuest in the late 1990s popularized the MMORPG
genre. The growth in technology meant that where Nev-
erwinter Nights in 1991 had been limited to 50 simul-
taneous players (a number that grew to 500 by 1995), by
the year 2000 a multitude of MMORPGs were each serv-
ing thousands of simultaneous players and led the way for
games such as World of Warcraft and EVE Online.
Despite the genre’s focus on multiplayer gaming, AI-
controlled characters are still common. NPCs and mobs
who give out quests or serve as opponents are typical in
MMORPGs. AI-controlled characters are not as com-
mon in action-based MMOGs.
The popularity of MMOGs was mostly restricted to
the computer game market until the sixth-generation
consoles, with the launch of Phantasy Star Online on
Dreamcast and the emergence and growth of online ser-
vice Xbox Live. There have been a number of con-
sole MMOGs, including EverQuest Online Adventures
(PlayStation 2), and the multiconsole Final Fantasy XI.
On PCs, the MMOG market has always been dominated
by successful fantasy MMORPGs.
MMOGs have only recently begun to break into the mo-
bile phone market. The first, Samurai Romanesque set in
feudal Japan, was released in 2001 on NTT DoCoMo's
iMode network in Japan.[3] More recent developments
are CipSoft's TibiaME and Biting Bit’s MicroMonster
which features online and bluetooth multiplayer gaming.
SmartCell Technology is in development of Shadow of
Legend, which will allow gamers to continue their game
on their mobile device when away from their PC.
Science fiction has also been a popular theme, featuring
games such asMankind, Anarchy Online, Eve Online, Star
Wars Galaxies and The Matrix Online.
MMOGs emerged from the hard-core gamer community
to the mainstream strongly in December 2003 with an
analysis in the Financial Timesmeasuring the value of the
virtual property in the then-largest MMOG, Everquest, to

75

https://en.wikipedia.org/wiki/Multiplayer_video_game
https://en.wikipedia.org/wiki/Internet
https://en.wikipedia.org/wiki/Persistent_world
https://en.wikipedia.org/wiki/Personal_computer
https://en.wikipedia.org/wiki/Personal_computer
https://en.wikipedia.org/wiki/Video_game_console
https://en.wikipedia.org/wiki/Smartphone
https://en.wikipedia.org/wiki/Video_game_genres
https://en.wikipedia.org/wiki/History_of_massively_multiplayer_online_games
https://en.wikipedia.org/wiki/History_of_massively_multiplayer_online_games
https://en.wikipedia.org/wiki/Massively_multiplayer_online_role-playing_game
https://en.wikipedia.org/wiki/Massively_multiplayer_online_role-playing_game
https://en.wikipedia.org/wiki/Mainframe_computer
https://en.wikipedia.org/wiki/MUD
https://en.wikipedia.org/wiki/Rogue_(video_game)
https://en.wikipedia.org/wiki/Dungeon_(video_game)
https://en.wikipedia.org/wiki/PDP-10
https://en.wikipedia.org/wiki/Air_Warrior
https://en.wikipedia.org/wiki/Kesmai
https://en.wikipedia.org/wiki/GEnie
https://en.wikipedia.org/wiki/GemStone_IV
https://en.wikipedia.org/wiki/Neverwinter_Nights_(AOL_game)
https://en.wikipedia.org/wiki/AOL
https://en.wikipedia.org/wiki/Video_game_developer
https://en.wikipedia.org/wiki/Computer_and_video_game_genres
https://en.wikipedia.org/wiki/Massively_multiplayer_online_real-time_strategy_game
https://en.wikipedia.org/wiki/The_Realm_Online
https://en.wikipedia.org/wiki/Meridian_59
https://en.wikipedia.org/wiki/Ultima_Online
https://en.wikipedia.org/wiki/Underlight
https://en.wikipedia.org/wiki/EverQuest
https://en.wikipedia.org/wiki/EVE_Online
https://en.wikipedia.org/wiki/Game_AI
https://en.wikipedia.org/wiki/Non-player_character
https://en.wikipedia.org/wiki/Mob_(video_gaming)
https://en.wikipedia.org/wiki/History_of_video_game_consoles_(sixth_generation)
https://en.wikipedia.org/wiki/History_of_video_game_consoles_(sixth_generation)
https://en.wikipedia.org/wiki/Phantasy_Star_Online
https://en.wikipedia.org/wiki/Dreamcast
https://en.wikipedia.org/wiki/Xbox_Live
https://en.wikipedia.org/wiki/EverQuest_Online_Adventures
https://en.wikipedia.org/wiki/PlayStation_2
https://en.wikipedia.org/wiki/Final_Fantasy_XI
https://en.wikipedia.org/wiki/Fantasy
https://en.wikipedia.org/wiki/Samurai_Romanesque
https://en.wikipedia.org/wiki/Japan
https://en.wikipedia.org/wiki/NTT_DoCoMo
https://en.wikipedia.org/wiki/IMode
https://en.wikipedia.org/wiki/CipSoft
https://en.wikipedia.org/wiki/TibiaME
https://en.wikipedia.org/wiki/SmartCell_Technology
https://en.wikipedia.org/wiki/Science_fiction
https://en.wikipedia.org/wiki/Mankind_(video_game)
https://en.wikipedia.org/wiki/Anarchy_Online
https://en.wikipedia.org/wiki/Eve_Online
https://en.wikipedia.org/wiki/Star_Wars_Galaxies
https://en.wikipedia.org/wiki/Star_Wars_Galaxies
https://en.wikipedia.org/wiki/The_Matrix_Online


76 CHAPTER 14. MASSIVELY MULTIPLAYER ONLINE GAME

result in a per-capita GDP of 2,266 dollars which would
have placed the virtual world of Everquest as the 77th
wealthiest nation, on par with Croatia, Ecuador, Tunisia
or Vietnam.
Happy Farm is themost popularMMOGwith 228million
active users, and 23 million daily users (daily active users
logging onto the game with a 24-hour period).[4]

World of Warcraft is a dominant MMOG in the world
with more than 50% of the subscribing player base,[5]
and with 8-9 million monthly subscribers worldwide. The
subscriber base dropped by 1 million after the expan-
sion Wrath of the Lich King, bringing it to 9 million
subscribers,[6] though it remains the most popular West-
ern title among MMOGs. In 2008, Western consumer
spending onWorld of Warcraft represented a 58% share
of the subscription MMOG market.[7] The title has gen-
erated over $2.2 billion in cumulative consumer spending
on subscriptions since 2005.[7]

14.2 Virtual economies

Main article: Virtual economy

Within a majority of the MMOGs created, there is vir-
tual currency where the player can earn and accumulate
money. The uses for such virtual currency are numerous
and vary from game to game. The virtual economies cre-
ated withinMMOGs often blur the lines between real and
virtual worlds. The result is often seen as an unwanted
interaction between the real and virtual economies by the
players and the provider of the virtual world. This prac-
tice (economy interaction) is mostly seen in this genre of
games. The two seem to come hand in hand with even the
earliest MMOGs such as Ultima Online having this kind
of trade, real money for virtual things.
The importance of having a working virtual economy
within anMMOG is increasing as they develop. A sign of
this is CCP Games hiring the first real-life economist for
its MMOG Eve Online to assist and analyze the virtual
economy and production within this game.
The results of this interaction between the virtual econ-
omy, and our real economy, which is really the interac-
tion between the company that created the game and the
third-party companies that want to share in the profits
and success of the game. This battle between companies
is defended on both sides. The company originating the
game and the intellectual property argue that this is in vi-
olation of the terms and agreements of the game as well
as copyright violation since they own the rights to how
the online currency is distributed and through what chan-
nels. The case that the third-party companies and their
customers defend, is that they are selling and exchang-
ing the time and effort put into the acquisition of the cur-
rency, not the digital information itself. They also express
that the nature of many MMOGs is that they require time

commitments not available to everyone. As a result, with-
out external acquisition of virtual currency, some players
are severely limited to being able to experience certain
aspects of the game.
The practice of acquiring large volumes of virtual cur-
rency for the purpose of selling to other individuals for
tangible and real currency is called gold farming. Many
players who have poured in all of their personal effort re-
sent that there is this exchange between real and virtual
economies since it devalues their own efforts. As a result,
the term 'gold farmer' now has a very negative connota-
tion within the games and their communities. This slan-
der has unfortunately also extended itself to racial profil-
ing and to in-game and forum insulting.
The reaction from many of the game companies varies.
In games that are substantially less popular and have a
small player base, the enforcement of the elimination of
'gold farming' appears less often. Companies in this situ-
ation most likely are concerned with their personal sales
and subscription revenue over the development of their
virtual economy, as they most likely have a higher prior-
ity to the games viability via adequate funding. Games
with an enormous player base, and consequently much
higher sales and subscription income, can take more dras-
tic actions more often and in much larger volumes. This
account banning could also serve as an economic gain
for these large games, since it is highly likely that, due
to demand, these 'gold farming' accounts will be recre-
ated with freshly bought copies of the game. In Decem-
ber 2007, Jagex Ltd., in a successful effort to reduce real
world trading levels enough so they could continue using
credit cards for subscriptions, introduced highly contro-
versial changes to its MMOG RuneScape to counter the
negative effects gold sellers were having on the game on
all levels.[8]

The virtual goods revenue from online games and social
networking exceeded US$7 billion in 2010.[9]

In 2011, it was estimated that up to 100,000 people in
China and Vietnam are playing online games to gather
gold and other items for sale to Western players.[10]

However single player in MMOs is quite viable, espe-
cially in what is called 'player vs environment' gameplay.
This may result in the player being unable to experience
all content, as many of the most significant and poten-
tially rewarding game experiences are events which re-
quire large and coordinated teams to complete.
Most MMOGs also share other characteristics that make
them different from other multiplayer online games.
MMOGs host a large number of players in a single game
world, and all of those players can interact with each
other at any given time. Popular MMOGs might have
thousands of players online at any given time, usually
on a company owned servers. Non-MMOGs, such as
Battlefield 1942 or Half-Life usually have fewer than 50
players online (per server) and are usually played on pri-
vate servers. Also, MMOGs usually do not have any sig-
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nificant mods since the game must work on company
servers. There is some debate if a high head-count is the
requirement to be an MMOG. Some say that it is the size
of the game world and its capability to support a large
number of players that should matter. For example, de-
spite technology and content constraints, most MMOGs
can fit up to a few thousand players on a single game
server at a time.
To support all those players, MMOGs need large-scale
game worlds, and servers to connect players to those
worlds. Some games have all of their servers connected
so all players are connected in a shared universe. Others
have copies of their starting game world put on different
servers, called “shards”, for a sharded universe. Shards
got their name from Ultima Online, where in the story,
the shards ofMondain’s gem created the duplicate worlds.
Still others will only use one part of the universe at any
time. For example, Tribes (which is not an MMOG)
comes with a number of large maps, which are played
in rotation (one at a time). In contrast, the similar title
PlanetSide allows all map-like areas of the game to be
reached via flying, driving, or teleporting.
MMORPGs usually have sharded universes, as they pro-
vide the most flexible solution to the server load problem,
but not always. For example, the space simulation Eve
Online uses only one large cluster server peaking at over
60,000 simultaneous players.
There are also a few more common differences between
MMOGs and other online games. Most MMOGs charge
the player a monthly or bimonthly fee to have access to
the game’s servers, and therefore to online play. Also, the
game state in an MMOG rarely ever resets. This means
that a level gained by a player today will still be there to-
morrow when the player logs back on. MMOGs often
feature in-game support for clans and guilds. The mem-
bers of a clan or a guild may participate in activities with
one another, or show some symbols of membership to the
clan or guild.

14.2.1 Technical aspect

It is challenging to develop the database engines that
are needed to run a successful MMOG with millions of
players.[11] Many developers have created their own, but
attempts have been made to create middleware, software
that would help game developers concentrate on their
games more than technical aspects. One such piece of
middleware is called BigWorld.
An early, successful entry into the field was VR-1 Enter-
tainment whose Conductor platform was adopted and en-
dorsed by a variety of service providers around the world
including Sony Communications Network in Japan; the
Bertelsmann Game Channel in Germany; British Tele-
com’s Wireplay in England; and DACOM and Samsung
SDS in South Korea.[12] Games that were powered by the

Conductor platform included Fighter Wing, Air Attack,
Fighter Ace, EverNight, Hasbro Em@ail Games (Clue,
NASCAR and Soccer), Towers of Fallow, The SARAC
Project, VR1 Crossroads and Rumble in the Void.
One of the bigger problems with the engines has been
to handle the vast number of players. Since a typical
server can handle around 10,000–12,000 players, 4000–
5000 active simultaneously, dividing the game into sev-
eral servers has up until now been the solution. This
approach has also helped with technical issues, such as
lag, that many players experience. Another difficulty, es-
pecially relevant to real-time simulation games, is time
synchronization across hundreds or thousands of players.
Many games rely on time synchronization to drive their
physics simulation as well as their scoring and damage
detection.

14.3 Game types

There are several types of massively multiplayer online
games.

14.3.1 Role-playing

A group photo of a “Linkshell” guild in the roleplaying game Final
Fantasy XI.

Main article: Massively multiplayer online role-playing
game
See also: List of MMORPGs

Massively multiplayer online role-playing games, known
asMMORPGs, are the most common type of MMOG.
Some MMORPGs are designed as a multiplayer browser
game in order to reduce infrastructure costs and utilise
a thin client that most users will already have installed.
The acronym BBMMORPGs has sometimes been used to
describe these as browser-based.
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Bulletin board role-playing games

A large number of games categorize under MMOBBG,
massively multiplayer online bulletin board game, can
also be called MMOBBRPG. These particular type of
games are primarily made up of text and descriptions, al-
though images are often used to enhance the game.

14.3.2 First-person shooter

Main article: Massively multiplayer online first-person
shooter game
See also: List of MMOFPSs

MMOFPS is an online gaming genre which features a
persistent world and a large number of simultaneous play-
ers in a first-person shooter fashion.[13][14] These games
provide large-scale, sometimes team-based combat. The
addition of persistence in the game world means that
these games add elements typically found in RPGs, such
as experience points. However, MMOFPS games em-
phasize player skill more than player statistics, as no num-
ber of in-game bonuses will compensate for a player’s in-
ability to aim and think tactically.[15]

14.3.3 Real-time strategy

Main article: Massively multiplayer online real-time
strategy game
See also: List of MMORTSs

Massively multiplayer online real-time strategy games,
also known as “MMORTS”, combine real-time strategy
(RTS) with a persistent world. Players often assume the
role of a general, king, or other type of figurehead lead-
ing an army into battle while maintaining the resources
needed for such warfare. The titles are often based in a
sci-fi or fantasy universe and are distinguished from sin-
gle or small-scale multiplayer RTSes by the number of
players and common use of a persistent world, generally
hosted by the game’s publisher, which continues to evolve
even when the player is offline.

14.3.4 Turn-based strategy

Steve Jackson Games’ UltraCorps is an example of a
MMO turn-based strategy game.[16] Hundreds of play-
ers share the same playing field of conquest. In a “mega”
game, each turn fleets are built and launched to expand
one’s personal empire. Turns are usually time-based, with
a “tick” schedule usually daily. All orders are processed,
and battles resolved, at the same time during the tick.
Similarly, in Darkwind: War on Wheels, vehicle driving
and combat orders are submitted simultaneously by all
players and a “tick” occurs typically once per 30 seconds.

This allows each player to accurately control multiple ve-
hicles and pedestrians in racing or combat.

14.3.5 Simulations

World War II Online simulation game showing the numbers of
players during a special event in June 2008. Some 400 people
had spawned in for this gathering in this location in the game.

Some MMOGs have been designed to accurately simu-
late certain aspects of the real world. They tend to be
very specific to industries or activities of very large risk
and huge potential loss, such as rocket science, airplanes,
trucks, battle tanks, submarines etc. Gradually as simu-
lation technology is getting more mainstream, so too var-
ious simulators arrive into more mundane industries.
The initial goal of World War II Online was to create a
map (in north western Europe) that had real world physics
(gravity, air/water resistance, etc.), and ability for players
to have some strategic abilities to its basic FPS/RPG role.
While the current version is not quite a true simulated
world, it is very complex and contains a large persistent
world.
The MMOG genre of air traffic simulation is one exam-
ple, with networks such as VATSIM and IVAO striving
to provide rigorously authentic flight-simulation environ-
ments to players in both pilot and air traffic controller
roles. In this category of MMOGs, the objective is to
create duplicates of the real world for people who cannot
or do not wish to undertake those experiences in real life.
For example, flight simulation via an MMOG requires far
less expenditure of time and money, is completely risk-
free, and is far less restrictive (fewer regulations to adhere
to, no medical exams to pass, and so on).
Another specialist area is mobile telecoms operator (car-
rier) business where billion-dollar investments in net-
works are needed but marketshares are won and lost on
issues from segmentation to handset subsidies. A spe-
cialist simulation was developed by Nokia called Equi-
librium/Arbitrage to have over a two-day period five
teams of top management of one operator/carrier play
a “wargame” against each other, under extremely realis-
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tic conditions, with one operator an incumbent fixed and
mobile network operator, another a new entrant mobile
operator, a third a fixed-line/internet operator etc. Each
team is measured by outperforming their rivals by market
expectations of that type of player. Thus each player has
drastically different goals, but within the simulation, any
one team can win. Also to ensure maximum intensity,
only one team can win. Telecoms senior executives who
have taken the Equilibrium/Arbitrage simulation say it is
the most intense, and most useful training they have ever
experienced. It is typical of business use of simulators,
in very senior management training/retraining.
Other online simulation games include War Thunder,
Motor City Online, The Sims Online, and Jumpgate.

Sports

A massively multiplayer online sports game is a title
where players can compete in some of the more tra-
ditional major league sports, such as football (soccer),
basketball, baseball, hockey, golf or American football.
According to GameSpot.com, Baseball Mogul Online
was “the world’s first massively multiplayer online sports
game”.[17] Other titles that qualify as MMOSG have been
around since the early 2000s, but only after 2010 did they
start to receive the endorsements of some of the official
major league associations and players.

Racing

MMOR means massively multiplayer online racing.
Currently there are only a small number of racing based
MMOGs, including Kart Rider, Upshift StrikeRacer, Test
Drive Unlimited, Project Torque, Drift City, The Crew,
Race or Die (iPhone) and Need for Speed: World. The
Trackmania series is the world’s largest MMO racing
game and holds the world record for “Most Players in
a Single Online Race”. Although Darkwind: War on
Wheels is more combat based than racing, it is also con-
sidered an MMOR.

14.3.6 Casual

Many types of MMO games can be classified as casual,
because they are designed to appeal to all computer users
(as opposed to subgroup of frequent game buyers), or
to fans of another game genre (such as collectible card
games). Such games are easy to learn and require a
smaller time commitment than other game types. One
example is Racing Frogs, an MMOG that can be played
with only a small amount of time every day. Other popu-
lar casual games include simple management games such
as The Sims Online, Monopoly City Streets, Virtonomics,
or Kung Fu Panda World.
MMOPGs, or massively multiplayer puzzle games, are

games based entirely on puzzle elements. It is usually set
in a world where the players can access the puzzles around
the world. Most games that are MMOPGs are hybrids
with other genres. Castle Infinity was the first MMOG
developed for children. Its gameplay falls somewhere be-
tween puzzle and adventure.
There are also massively multiplayer collectible card
games: Alteil, Astral Masters and Astral Tournament.
Other MMOCCGs might exist (Neopets has some CCG
elements) but are not as well known.
Alternate reality games (ARGs) can be massively mul-
tiplayer, allowing thousands of players worldwide to co-
operate in puzzle trails and mystery solving. ARGs take
place in a unique mixture of online and real-world play
that usually does not involve a persistent world, and are
not necessarily multiplayer, making them different from
MMOGs.

Music/Rhythm

Massively multiplayer online music/rhythm games
(MMORGs), sometimes called massively multiplayer
online dance games (MMODGs), are MMOGs that are
also music video games. This idea was influenced by
Dance Dance Revolution. Audition Online is another
casual massively multiplayer online game and it is
produced by T3 Entertainment.
Just Dance 2014 has a game mode called World Dance
Floor, which also structures like a MMORPG.

Social

Massively multiplayer online social games focus on so-
cialization instead of objective-based gameplay. There
is a great deal of overlap in terminology with “online
communities” and "virtual worlds". One example that
has garnered widespread media attention is Linden Lab’s
Second Life, emphasizing socializing, world-building and
an in-world virtual economy that depends on the sale
and purchase of user-created content. It is technically
an MMOSG or Casual Multiplayer Online (CMO) by
definition, though its stated goal was to realize the con-
cept of theMetaverse fromNeal Stephenson's novel Snow
Crash. Instead of being based around combat, one could
say that it was based around the creation of virtual ob-
jects, including models and scripts. In practice, it has
more in common with Club Caribe than Everquest. It
was the first MMO of its kind to achieve widespread suc-
cess (including attention from mainstream media); how-
ever, it was not the first (as Club Caribe was released in
1988). Competitors in this subgenre (non-combat-based
MMORPG) include Active Worlds, There, SmallWorlds,
Furcadia,Whirled and IMVU.
Many browser based Casual MMOs have begun to spring
up. This has been made easier because of maturing
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of Adobe Flash and the popularity of Club Penguin,
Growtopia, and The Sims Online.

14.4 Research

Some recent attempts to build peer-to-peer (P2P)
MMOGs have been made. Outback Online may be the
first commercial one,[18] however, so far most of the ef-
forts have been academic studies.[19] A P2PMMOGmay
potentially be more scalable and cheaper to build, but no-
table issues with P2P MMOGs include security and con-
sistency control, which can be difficult to address given
that clients are easily hacked. Some MMOGs such as
Vindictus use P2P networking and client-server network-
ing together.
In April 2004, the United States Army announced that
it was developing a massively multiplayer training sim-
ulation called AWE (asymmetric warfare environment).
The purpose of AWE is to train soldiers for urban warfare
and there are no plans for a public commercial release.
Forterra Systems is developing it for the Army based on
the There engine.[20]

In 2010, Bonnie Nardi published an ethnographic study
on World of Warcraft examined with Lev Vygotsky's
activity theory.
As the field of MMOs grows larger each year, research
has also begun to investigate the socio-informatic bind
the games create for their users. In 2006, researchers
Constance A. Steinkuehler and Dmitri Williams initiated
research on such topics. The topic most intriguing to the
pair was to further understand the gameplay, as well as the
virtual world serving as a social meeting place, of popular
MMOs.
To further explore the effects of social capital and so-
cial relationships on MMOs, Steinkuehler and Williams
combined conclusions from two different MMO research
projects: sociocultural perspective on culture and cogni-
tion, and the other on media effects of MMOs. The con-
clusions of the two studies explained howMMOs function
as a new form of a “third place” for informal social inter-
actions much like coffee shops, pubs, and other typical
hangouts. Many scholars, however, such as Oldenburg
(1999), refute the idea of a MMOs serving as a “third
place” due to inadequate bridging social capital. His ar-
gument is challenged by Putnam (2000) who concluded
that MMOs are well suited for the formation of bridging
social capital, tentative relationships that lack in depth,
because it is inclusive and serves as a sociological lubri-
cant that is shown across the data collected in both of the
research studies.[21]

MMOs can also move past the “lubricant” stage and into
the “superglue” stage known as bonding social capital, a
closer relationship that is characterized by stronger con-
nections and emotional support. The study concludes
that MMOs function best as a bridging mechanism rather

than a bonding one, similar to a “third place”. Therefore,
MMOs have the capacity and the ability to serve as a com-
munity that effectively socializes users just like a coffee
shop or pub, but conveniently in the comfort of their own
home.[21]

14.5 Spending

British online gamers are outspending their German and
French counterparts according to a recently released
study commissioned by Gamesindustry.com and TNS.
TheUKMMO-market is nowworth £195million in 2009
compared to the £165 million and £145 million spent by
German and French online gamers.[22]

The US gamers spend more, however, spending about
$3.8 billion overall on MMO games. $1.8 billion of that
money is spent on monthly subscription fees. The money
spent averages out to $15.10 between both subscription
and free-to-playMMO gamers. The study also found that
46% of 46 million players in the US pay real money to
play MMO games.[23]

Today’s Gamers MMO Focus Report, published in March
2010, was commissioned by TNS and gamesindus-
try.com. A similar study for the UKmarket-only (UKNa-
tional Gamers Survey Report)[24] was released in February
2010 by the same groups.

14.6 See also

• List of massively multiplayer online games

• Multiplayer online game

• Online game

• Social network game

• Virtual world
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• Non-uniform memory access Source: http://en.wikipedia.org/wiki/Non-uniform%20memory%20access?oldid=641981689 Contribu-
tors: AxelBoldt, The Anome, Maury Markowitz, Hfastedge, (, Mulad, Emperorbma, Jharrell, Pedant17, RedWolf, Iain.mcclatchie, Rchan-
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• Multi-core processor Source: http://en.wikipedia.org/wiki/Multi-core%20processor?oldid=654003153 Contributors: Edward, Mahjongg,
Nixdorf, Ixfd64, 7265, CesarB, Ronz, Julesd, Charles Matthews, Dragons flight, Furrykef, Bevo, Mazin07, Jakohn, Donreed, Altenmann,

http://en.wikipedia.org/wiki/Multiprocessing?oldid=650855157
http://en.wikipedia.org/wiki/Computer%2520multitasking?oldid=650586294
http://en.wikipedia.org/wiki/Symmetric%2520multiprocessing?oldid=652732259
http://en.wikipedia.org/wiki/Asymmetric%2520multiprocessing?oldid=601204820
http://en.wikipedia.org/wiki/Non-uniform%2520memory%2520access?oldid=641981689
http://en.wikipedia.org/wiki/Multi-core%2520processor?oldid=654003153
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terialscientist, RobertEves92, Threadman, Gnumer, Joshxyz, MacintoshWriter, LilHelpa, TheAMmollusc, Miym, Abce2, Bikeman333,
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• Intel Atom (CPU) Source: http://en.wikipedia.org/wiki/Intel%20Atom%20(CPU)?oldid=653270591 Contributors: David spector, Freck-
lefoot, Llywrch, Cyde, KAMiKAZOW, Julesd, Brigman, Conti, Ehn, Andrewman327, Taxman, Thue, Nurg, Mervyn, Zzyzx, Somercet,
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WikipedianMarlith, Chris D Heath, Dsalt, Jetstreak150, ClueBot, Pistazienfresser, Stygiansonic, Rilak, Boing! said Zebedee, Edknol,
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Gsarwa, UnknownFork, Ipsign, Uziel302, ClueBot NG, Matthiaspaul, Logic2000, Gilderien, Cntras, RanmaKei, Dein Gregor, Nodulation,
Technical 13, Frantz369, Zapper067, Trilemma2, Ianteraf, Deepender singla, Manguene, Kwokangus, BattyBot, Sallynice, Drbendanillo,
Codename Lisa, PhelperRF, The.power.p, Pragmatool, Rotlink, Noasshats, Shelbystripes, FDMS4, Aeroid, John.Donoghue, Some Gadget
Geek, Pancho507 and Anonymous: 419

• Intel Core Source: http://en.wikipedia.org/wiki/Intel%20Core?oldid=651296137 Contributors: Caltrop, Atlan, Cherkash, Christopher-
woods, Xanzzibar, Thv, Brouhaha, Rchandra, Chowbok, SimonLyall, Thomas Bohn, DmitryKo, Apalsola, Discospinster, Hydrox, Ben-
der235, Guy Harris, PatrickFisher, Velella, Woohookitty, Pol098, Ruud Koot, GregorB, Bubba73, Fivemack, Riki, WikiWikiPhil, DVdm,
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der, Tracer9999, Rettetast, R'n'B, Tgeairn, Joeinwap, Black Kite, Hammersoft, Lexein, Sbjf, Nxavar, Echrei, Anna Lincoln, Jim Peak,

http://en.wikipedia.org/wiki/Intel%2520Atom%2520(CPU)?oldid=653270591
http://en.wikipedia.org/wiki/Intel%2520Core?oldid=651296137
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Bot, Martarius, ClueBot, EoGuy, Boing! said Zebedee, Rockfang, Ktr101, Pzoxicuvybtnrm, Antti29, Avoided, Badgernet, Airplaneman,
Dsimic, Addbot, P4p5, Some jerk on the Internet, Damiens.rf, Melwade, Aunva6, Jasper Deng, Yobot, Legobot II, AnomieBOT, Ciphers,
Hairhorn, 1exec1, Flinders Petrie, Intelati, Addihockey10, Johnny Bin, DSisyphBot, Shadowjams, Spazturtle, FrescoBot, Arndbergmann,
Gligoran, Winterst, Notedgrant, LittleWink, Jschnur, Kuyamarco123, Full-date unlinking bot, Cnwilliams, Edo248, TBloemink, The As-
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dom23423423523423523, Studcameo, JaconaFrere, Boby2000, Vivekvigian, DiscantX, Anonguest, Computerpc0710 and Anonymous:
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• List of Intel Core i5 microprocessors Source: http://en.wikipedia.org/wiki/List%20of%20Intel%20Core%20i5%20microprocessors?
oldid=651592968 Contributors: F. Delpierre, Alereon, Mindmatrix, Asav, Sdschulze, Vossanova, Bubba73, Mdeegan, G-smooth2k,
SmackBot, Aqualize, Wislam, Briguychau, Strohel, Inspector 2211, Paranoidmage, KenSharp, Gu1dry, CrackDragon, Addbot, Ma-
tushorvath, Luckas-bot, Yobot, AnomieBOT, 1exec1, Erik9bot, Uusijani, FrescoBot, Ralf König, Arndbergmann, Wpguy, Thilinawi-
jesooriya, Blound, Xplosionist, یاد ,واژه LOTG, Tc80, Blinkiz, Ravbr, Adam J Richter, Aularon, Vitkovskiy Roman, Sakurai Harumi,
SporkBot, Sbmeirow, Asdfsfs, Mystery70, Xxxxxls2, Azul120, Everlasting enigma, Frietjes, Killswitch125, Frze, Trevayne08, Hang9417,
Mahadri, Mhdmj, Latias1290, Extec286 and Anonymous: 150

• Pentium Dual-Core Source: http://en.wikipedia.org/wiki/Pentium%20Dual-Core?oldid=634778879 Contributors: Uzume, Ukexpat,
Djyang, M1ss1ontomars2k4, Guy Harris, Amram99, Denniss, Angelic Wraith, Paul1337, Pauli133, GregorB, Coneslayer, FlaBot, Gurch,
Wrightbus, Chobot, Aluvus, Manop, Mike411, Cybergoth, Spliffy, SmackBot, MalafayaBot, O keyes, Letdorf, Ceecookie, BWCNY,
MureninC, Thomasyen, Morio, Luigi.a.cruz, DHR, Radiant chains, Fernvale, JForget, Nathanbarlow, Alaibot, Ike-bana, Suigi, Jdlowery,
Okki, Myanw, JAnDbot, Mufffin man, Jaakobou, Alex Spade, RP88, Cspan64, Cmichael, STBotD, Pcordes, VolkovBot, Imperator3733,
Rafiko77, Hotdog111, Hellcat fighter, Dauthiwatchman, Iammrysh, André Pessoa, Deepakrawal121084, AlphaPyro, BBOPOPOS,
VVVBot, Ham Pastrami, Yongweiru, Jhdezjr, Anakin101, ClueBot, Supertouch, Czarkoff, Boing! said Zebedee, Otolemur crassicau-
datus, Sinaboy06, Geografia75, DumZiBoT, P40K, C. A. Russell, Airplaneman, Addbot, JoshuaKuo, Belekkaya, LaaknorBot, LAAFan,
Luckas-bot, Yobot, 4th-otaku, Rubinbot, Piano non troppo, Xqbot, Yhljjang, Daram.G, BrownsRock10, Arndbergmann, John of Read-
ing, Spacetronaut, H3llBot, Demonkoryu, ClueBot NG, HMSSolent, Jphill19, Henrytang194, Chepny, Emaifunction1, Gindylow, Julian-
prescott2604juuly, Smashmeerkat and Anonymous: 120

• Xeon Source: http://en.wikipedia.org/wiki/Xeon?oldid=653591763 Contributors: Pnm, Ixfd64, Stevenj, Julesd, Conti, Ehn, Anuchit,
Magnus.de, Tempshill, Wernher, Pengo, David Gerard, DocWatson42, Levin, EJDyksen, Bobblewik, Chowbok, Pgan002, DaveJB,
Kiteinthewind, Mormegil, Imroy, Wfaulk, Rich Farmbrough, Hydrox, Jpk, Jaap, Alistair1978, Bender235, Plugwash, MARQUIS111,
MPerel, Ehurtley, Typobox, Guy Harris, Keyser Söze, CyberSkull, Water Bottle, Denniss, Schapel, Paul1337, Pauli133, Gene Nygaard,
Dan100, Forderud, PdDemeter, Morkork, Jannex, Mindmatrix, LOL, Timharwoodx, Megaslow, ^demon, GregorB, Sega381, Alecv, Fre-
plySpang, Yurik, BorgHunter, Rjwilmsi, Jgp, Bubba73, Tommy Kronkvist, Baryonic Being, Fivemack, RexNL, Aluvus, YurikBot, Borgx,
RobotE, Charles Gaudette, Wengier, Yuhong, Ksyrie, Txuspe, Bovineone, Big Brother 1984, NawlinWiki, AugieWest, Seegoon, Thrashed-
Paranoid, Tony1, Alex43223, Phandel, Chris S, Jayamohan, Cloudbound, Cffrost, VodkaJazz, Pádraic MacUidhir, KnightRider, Smack-
Bot, Saihtam, Henriok, Ayocee, Gary Kirk, Darklock, SigurdMagnusson, Bluebot, Keegan, Big.P, Thumperward, SchfiftyThree, Letdorf,
Kungming2, ABACA, TurboTad, Dethme0w, Drkirkby, Frap, Jacob Poon, А, OzymandiasX, Midnightcomm, Metageek, Aditsu, Irides-
cence, Morio, Ugur Basak Bot, Autopilot, DHR, Pgk1, Hectorpal, Kuru, Joffeloff, Nashif, Slakr, Beetstra, Peyre, Kvng, Dl2000, Domini-
cliam, Lee Carre, Coldpower27, Chovain, A1b2c345, Fernvale, CmdrObot, Mix Bouda-Lycaon, Jesse Viviano, Kamujin, CarrerCrytharis,
Christian75, Jdlowery, Hardchemist, Headbomb, Ldoron, Jpchatt, Scepia, Fellix, Deflective, Davewho2, Arch dude, Belg4mit, Bong-
warrior, Banzai!, Paranoidmage, Indon, Bernd vdB, TimSmall, Retroneo, Edward321, Ftiercel, CommonsDelinker, NerdyNSK, Regani,
Sulimo, AntiSpamBot, GHanson, Sollosonic, DpuTiger, Joeinwap, Gerrit C. Groenenboom, Hammersoft, VolkovBot, KJSatz, Impera-
tor3733, PNG crusade bot, Marskuzz, ScriptedGhost, KP-Adhikari, Thunderbird2, Quantpole, Aednichols, P2501, JonnyJD, Roadrunner
gs, SieBot, Tinkoniko, Vexorg, Pxma, Flyer22, Sherlockindo, Jhdezjr, Lightmouse, Hobartimus, Jamiebalfour04, Anchor Link Bot, Im-
ageRemovalBot, Loren.wilton, Martarius, Sfan00 IMG, ClueBot, Mustafa Mustamann, Rune-san, Mooo993, Rilak, Dogtoy, Paperlan,
Fr3d org, TheTruthForSure, Theodric aethelfrith, BlueLikeYou, MatthieuV, Ykhwong, Pluknet, EPIC MASTER, Wdustbuster, AeonHun,
HumphreyW, DumZiBoT, C. A. Russell, NellieBly, Ebbex, Dsimic, Jeff.science, Addbot, Tmacfan4321, JoshuaKuo, Hardwarefreak,
Munkeevegetable, Tide rolls, Yobot, Koman90, Erikb5, Rvt1000r, ArthurBot, Victor.na, Obersachsebot, Winrarlawl, Miahac, J04n, Mag-
nuspg, Wfischer, W Nowicki, Schafdog, Arndbergmann, Jcheckler, Rick.weber.iii, Jonesey95, A412, Xcvista, HappyCamp23, Perversus,
GoneIn60, SkyMachine, Txt.file, Ecaveh, Rx5674, WCLL HK, Wire306, Dewritech, Minael, ZéroBot, Caseybutt, SCF0, Owenmann,
MainFrame, Vanished 1850, ChuispastonBot, Azul120, ClueBot NG, FeiTeng1000, Snotbot, Xeonisedg, Widr, Gavinstubbs09, Satus-
guy, FlashSWT, Johnadamy, Andrzej w k 2, Lancededcena, Andyspam, BattyBot, Xehroz, Oranjblud, Cerabot, Kingaustin42, Velinath,
Taino19xx, I am One of Many, MaXintoshPro, Applist, Monkbot, Filedelinkerbot, Unician, Sarr Cat and Anonymous: 429

• Distributed computing Source: http://en.wikipedia.org/wiki/Distributed%20computing?oldid=648678556 Contributors: Damian Yer-
rick, TwoOneTwo, Szopen, Koyaanis Qatsi, Snorre, Greg Lindahl, SimonP, Kurt Jansson, Heron, Formulax, Metz2000, Bernfarr, Den-
nisDaniels, Edward, Derek, Marvinfreeman, Lexor, Nixdorf, Kku, Wapcaplet, Ixfd64, Dori, Anonymous56789, SebastianHelm, Alfio,
Nanshu, CatherineMunro, Darkwind, Glenn, Whkoh, Rotem Dan, EdH, Rob Hooft, Ghewgill, Adam Conover, Timwi, Reddi, Ww,
Hao2lian, David Shay, Dbabbitt, Optim, Raul654, Frazzydee, Jni, Donarreiskoffer, Robbot, MrJones, Brent Gulanowski, Fredrik, Ki-
zor, R3m0t, Kristof vt, Vespristiano, Nurg, Kuszi, Hadal, Wikibot, Dbroadwell, Michael2, Giftlite, Dbenbenn, Thv, Herbee, Curps,
Waxmop, Dawidl, Mboverload, Khalid hassani, Matt Crypto, Edcolins, Lupine1647, Barneyboo, Beland, Jacob grace, APH, Maximaxi-
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